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Abstract

Context - Software process simulation modelling (SPSM) captures the dynamic behavior and uncertainty in the software process.
Existing literature has conflicting claims about the practical usefulness of SPSM: SPSM is useful and has an industrial impact;
SPSM is useful and has no industrial impact yet; SPSM is not useful and has little potential for industry.
Objective - To assess the conflicting standpoints on the usefulness of SPSM.
Method - A systematic literature review was performed to identify, assess and aggregate empirical evidence on the usefulness of
SPSM.
Results - In the primary studies, to date, the persistent trend is that of proof-of-concept applications of software process simulation
for various purposes (e.g. estimation, training, process improvement, etc.). They score poorly on the stated quality criteria. Also
only a few studies report some initial evaluation of the simulation models for the intended purposes.
Conclusion - There is a lack of conclusive evidence to substantiate the claimed usefulness of SPSM for any of the intended
purposes. A few studies that report the cost of applying simulation do not support the claim that it is an inexpensive method.
Furthermore, there is a paramount need for improvement in conducting and reporting simulation studies with an emphasis on
evaluation against the intended purpose.
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1. Introduction

Delivering high quality software products within resource
and time constraints is an important goal for the software in-
dustry. An improved development process is seen as a key
to reach this goal. Both academia and industry are striving to
find ways for continuous software process improvement (SPI).
There are numerous SPI frameworks and methodologies avail-
able today [8, 49, 18], but they all have one challenge in com-
mon: the cost of experimenting with the process change. It
is widely claimed that software process simulation modelling
(SPSM) can help in predicting the benefits and repercussions
of a process change [42], thus, enabling organizations to make
more informed decisions and reduce the likelihood of failed SPI
initiatives.

Since the suggestion to use simulation modeling for un-
derstanding the software development process by McCall et
al. [111] in 1979, there is considerable literature published over
the last three decades in this area. There are a number of sec-
ondary studies on the subject that have scoped the research
available on the topic [20, 28, 55, 56, 61, 60, 15].

From these studies, it can be seen that all SPSM purposes
identified by Kellner et al. [20] have been explored in SPSM
research over the years. In terms of the scope of the simulation
models, it has ranged from modelling a single phase of the life-
cycle to various releases of multiple products [55, 60]. The

following is a brief list of some of the proclaimed benefits of
SPSM:

• Improved effort and cost estimation
• Improved reliability predictions
• Improved resource allocation
• Risk assessment
• Studying success factors for global software development
• Technology evaluation and adoption
• Training and learning

Such range of claimed potential benefits and reports of indus-
trial application and impact [58] give an impression that simu-
lation is a panacea for problems in Software Engineering (SE).
However, some authors have recently questioned the validity of
these claims [39].

Three positions can be delineated from literature on SPSM:

Claim 1: software process simulation is useful in SE practice
and has had an industrial impact [58].

Claim 2: SPSM is useful however it is yet to have a significant
industrial impact [29, 17, 9].

Claim 3: questions not only the usefulness but also the likeli-
hood and potential of being useful for the software
industry [39].
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In this study, we aim to aggregate and evaluate, through a
systematic literature review [24], the empirical evidence on the
usefulness of SPSM in real-world settings (industry and open
source software development). In essence, we aim to establish
which of the claims in the SPSM community can be substanti-
ated with evidence.

The main contributions of this study can be summarised as
the following:

• We attempted to substantiate the claim that SPSM is an
inexpensive [113, 20] mechanism to assess the likely out-
come before actually committing resources for a given
change in the development process [20].

• We attempted to characterize which SPSM approaches are
useful for what purpose and under which context in real-
world software development (cf. [20] for a definition of
purpose and scope).

• We used a systematic and documented process to identify,
evaluate, and aggregate the evidence reported for the use-
fulness of SPSM [24, 19].

• The existing secondary studies cover literature published
from 1998 till December 2008. We included any liter-
ature published till December 2012 and also considered
other than typical SPSM venues and found substantially
more studies (a total of 87 primary studies of which 17
are published before 1998, 46 between 1998 and 2008,
and 24 after 2008) that have used SPSM in a real-world
software development setting than any of the existing sec-
ondary studies.

• From the existing secondary studies, we now know that
many different simulation approaches “can be applied”
and that they “can be useful”. However, in this study we
attempt to see if there is a progression in SPSM literature
and if these claims can now be substantiated.

• By following an objective, thorough and systematic ap-
proach (detailed in Section 3) the existing research on
SPSM is evaluated in an objective, unbiased manner. This
well-intentioned endeavour is to identify improvement op-
portunities to raise the quality and steer the direction of
future research.

The remainder of the paper is structured as follows: Sec-
tion 2 presents the related work. Section 3 explains our research
methodology. Section 4 shows the characteristics of the pri-
mary studies, followed by the review results in Section 5. Sec-
tion 6 discusses the results of the systematic literature review,
and Section 7 concludes the paper.

2. Related Work

Using the search strategy reported in Section 3.2, we identi-
fied a number of existing reviews of the SPSM literature [20,
28, 55, 56, 61, 60, 15, 6]. These are mostly mapping studies
that provide an overview of the SPSM research. None of these

studies help to assess which of the claims about the usefulness
of SPSM are backed by evidence.

Kitchenham and Charters [24] have identified criteria to as-
sess an existing review. From these criteria, we used the de-
tailed check-list proposed by Khan et al. [21] and the general
questions recommended by Slawson [47]. The aim was to eval-
uate the existing reviews on their objectives, coverage (data
sources utilized, restrictions etc.), methodology, data extrac-
tion, quality assessment, analysis, validity and reporting. The
detailed criteria are available in [5].

2.1. Existing Reviews

The results of our assessment using these criteria [5] on the
existing literature reviews in the SPSM field are presented in
the following subsections.

2.1.1. Kellner et al. [20]
Kellner et al. [20] provide an overview of SPSM field and

identify the objectives for use of simulation, scope of simula-
tion models and provide guidance in selecting an appropriate
modelling approach. They also summarise the papers from the
First International Silver Falls Workshop on Software Process
Simulation Modeling (ProSim’98).

Their study was published in 1999 and there is considerable
new literature available on the topic. We utilize their work to
explore how the research in real-world application of SPSM
has used the simulation approaches for the purposes and scopes
identified in their study.

2.1.2. Zhang et al. [55, 56, 61, 60]
Zhang et al. [55, 56, 61, 60] reported a “two-phase” scoping

study on SPSM research. They have used six broad questions
to scope [38] the field of SPSM. They [60] also acknowledge
that their study “is also a kind of mapping study”.

In the initial phase, Zhang et al. [55] performed a manual
search of renowned venues for SPSM literature. In the second
phase [60], it was complemented with an electronic search in
IEEE, Science Direct, Springer Link and ACM, covering liter-
ature from 1998-2007.

The use of only one reviewer for selection, data extraction,
quality assessment and study categorization is a potential threat
to the validity of their studies. With such a large amount of lit-
erature that one reviewer had to go through for these two broad
studies, a reviewer is highly likely to make mistakes or over-
look important information [22, 53]. If only one reviewer is
doing the selection there is no safety net and any mistake can
result in missing out a relevant article [25]. Another shortcom-
ing, as acknowledged by the authors is the use of a less rigorous
process for conducting the review [55], “the main limitation of
our review is that the process recommended for PhD candidates
is not as rigorous as that adopted by multiple-researchers”.

For the tasks where a second reviewer (e.g. for data extrac-
tion from 15% of the studies in the second phase [60]) was in-
volved, neither the inter-rater agreement nor the mechanism for
resolution of disagreements is described.
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2.1.3. Liu et al. [28]
Liu et al. [28] primarily scoped the research on software risk

management using SPSM. They seek answers for five broad
scoping questions but focusing on use of SPSM in software risk
management. The mapping results represent the studied pur-
poses, the scope of the modelled processes and the tools used
in the primary studies.

They used the same electronic databases as Zhang et al. [55,
60] for automatic search and also manually traversed the pro-
ceedings of Software Process Simulation and Modeling Work-
shop (ProSim) (1998-2006), International Conference on Soft-
ware Process (2007-2008), Journal of Software Process Im-
provement and Practice (1996-2007) and special issues of Jour-
nal of Systems and Software Volume 46, Issues 2-3, 1999 and
Volume 59, Issue 3, 2001.

Like the Zhang et al. study [55, 60], Liu et al. [28] did not
use the quality assessment results in the selection of studies or
in the analysis.

Their entire review was done by one reviewer ”One PhD
student acted as the principal reviewer, who was responsible
for developing the review protocol, searching and selecting pri-
mary studies, assessing the quality of primary studies, extract-
ing and synthesizing data, and reporting the review results.”

2.1.4. Zhang et al. [58]
Zhang et al. [58] present an overview of software process

simulation and a historical account/time-line of SPSM research,
capturing who did what and when. They claim to have done
some impact analysis of SPSM research based on the results
of their earlier reviews [55, 56, 61, 60]. The “case study” re-
ported in this article to supplement the “impact” analysis is at
best anecdotal and is based on ”interview-styled email commu-
nications” with Dr. Dan Houston.

Lastly, they have acknowledged this to be an initial study that
needs to be extended when they say “we are fully aware that
our results are based on the examination of a limited number of
cases in this initial report. The impact analysis will be extended
to more application cases and reported to the community in the
near future”.

Furthermore, the following conclusions in the article [58] are
not backed by traceable evidence reported in primary studies
included in their review:

• “It is shown that research has a significant impact on prac-
tice in the area” i.e. SPSM in practice.

• “Anecdotal evidence exists for the successful applications
of process simulation in software companies”.

• “The development of an initial process simulation model
may be expensive. However, in the long-term, a config-
urable model structure and regular model maintenance or
update turn out to be more cost effective”.

2.1.5. de França and Travassos [15]
de França and Travassos [15] characterized the simulation

models in terms of model type, structure, verification and val-
idation procedures, output analysis techniques and how the re-

sults of the simulation were presented in terms of visualization.
Their study is different from previously discussed reviews (in
sections Section 2.1.2-Section 2.1.4) as it considers verification
and validation of models, and hence has an element of judging
the quality of the simulation models being investigated. An-
other difference that is important to note is their inclusion of all
simulation studies that were related to the software engineering
domain (e.g. architecture) thus covering simulation as a whole.

They used Scopus, EI Compendex, Web of Science and de-
veloped their search string by defining the population, interven-
tion, comparison, and outcome. In their selection of studies,
one reviewer conducted the selection first, his decisions were
reviewed by a second reviewer and lastly the third reviewer
cross-checked the selection. This increased the validity of study
selection however it is prone to bias as the selection results from
the first reviewer were available to the second reviewer and sub-
sequently both the categorizations potentially biased the selec-
tion decision of the third reviewer.

The list of primary studies and the results of quality appraisal
are reported in the study. They have also reported their data
extraction form, but did not report on the measures undertaken
to make the data extraction and classification of studies more
reliable.

They extracted information about model verification and val-
idation and how many studies conducted this activity in dif-
ferent ways. This provides an interesting point of comparison
with our study as both studies conducted this assessment inde-
pendently without knowing each others outcomes.

2.1.6. Bai et al. [6]
Bai et al. [6] conducted a secondary study of empirical re-

search on software process modelling without an explicit focus
on SPSM. The study has four research questions that scope the
empirical research in software process modelling for:

• Research objectives

• Software process modelling techniques

• Empirical methods used for investigation

• Rigor of studies (whether research design and execution
are reported)

The study used “7 journals and 6 conference proceedings,
plus other relevant studies found by searching across online
digital libraries, during the period of 1988 till December
2008”. Although the general selection criteria and data extrac-
tion form are presented, no details of the procedure for selec-
tion, extraction or quality evaluation are presented. The detailed
criteria for how the rigor of studies was evaluated are also not
reported. Likewise it is unclear what was the role of each re-
viewer in the study. Without this information it is difficult to
judge whether the results are sensitive to the way the review
was conducted.

Given that only 43 empirical studies are identified in their
review raises some concerns about their search strategy (se-
lection of venues, search strings etc.). Since their study had
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a broader scope than ours which is including all software pro-
cess modelling literature, there should have been substantially
more studies.

To aggregate results they used frequency analysis in terms
of how many studies investigated a specific research objective,
process modelling technique, using a certain empirical method
and how many described the design and execution of the study.

2.2. Our Contribution

The contributions of this study in comparison to existing sec-
ondary studies can be summarised as following:

1. Given the conflicting claims about the usefulness of SPSM
it was important to use a systematic methodology to ensure
reliability and repeatability of the review to the extent pos-
sible. We have decided to use two reviewers and other pre-
ventive measures (discussed in detail in Sections 3.4, 3.5,
3.7 and 3.6) to minimize the threats of excluding a relevant
article. These measures included using pilots, inter-rater
agreement statistics and a documented process to resolve
differences. With these we aimed to reduce the bias in
various steps of selection, extraction and analysis of the
primary studies.

2. The conflicting positions with regard to SPSM could not
be resolved based on the existing secondary studies be-
cause their focus is not to identify and aggregate evidence
(as discussed in Section 2.1). On the contrary, our contri-
bution is the identification of research studies using SPSM
in real-world software development followed by an at-
tempt to evaluate and aggregate the evidence reported in
them. Thus, investigating if the claims of potential bene-
fits can be backed by evidence.

3. In theory, a systematic literature review is an exhaustive
study that evaluates and interprets “all available research”
relevant to the research question being answered [24].
However, in practice it is a subset of the overall popula-
tion that is identified and included in a study [53]. In this
study, however, we aspired to take the study population as
close to the actual population. The number of studies iden-
tified in this study compared to other reviews is discussed
in detail in Section 6.6. To achieve this we took following
decisions:

• Search in not restricted to only typical venues of
SPSM publications and includes the databases that
cover Computer Science and SE literature.

• Lastly in the existing reviews, the potentially relevant
sources for the management and business literature
were not included in the search. Zhang et al. [60]
noticed that SPSM research mainly focuses on man-
agerial interests. Therefore, it is highly probable that
SPSM studies may be published outside the typical
Computer Science and SE venues. Thus, in this liter-
ature review, we also searched for relevant literature
in data sources covering these subjects. In particular,
business source premier was searched that is specifi-
cally targeting business literature.

• The secondary studies by Bai et al. [6], Liu et al. [28]
and Zhang et al. [55, 56, 61, 60] only cover litera-
ture published between 1998 and 2008, in this sys-
tematic literature review we do not have an explicit
restriction on the start date and include all litera-
ture published till December 2012. Given the notice-
able trend of increasing empirical research reported
in these studies [6, 28] our study also contributes by
aggregating the more recent SPSM literature.

• No start date was put on the search to exhaustively
cover all the literature available in the selected elec-
tronic databases up till the search date (i.e. Decem-
ber 2012). This enabled us to identify the earliest
work by McCall from 1979 [111] and also include
earlier work of Abdel-Hamid [63, 64, 65, 69, 66, 67,
68].

4. Other secondary reviews only scoped the existing research
literature and did not highlight the lack of evaluation of
claimed benefits. Overall, in a systematic and traceable
manner we identify the limitations of current research in
terms of reporting quality, lack of verification and valida-
tion of models, and most significantly the need to evaluate
the usefulness of simulation for different purposes in vari-
ous contexts.

5. This review by identifying the limitations in the current
SPSM research has taken the first step towards improve-
ment. The criticism of SPSM is not intended to dismiss
its use, but to identify the weaknesses, raise awareness
and hopefully improve SPSM research and practice. We
have also provided recommendations and potential direc-
tions to overcome these limitations and perhaps improve
the chances of SPSM having an impact on practice.

3. Research Methodology

To identify appropriate SPSM approaches for given con-
texts and conditions a systematic literature review following the
guidelines proposed by Kitchenham et al. [24] was performed.
We attempted to aggregate empirical evidence regarding the ap-
plication of SPSM in a real-world settings.

3.1. Review Question
To assess strength of evidence for usefulness of simulation

in real-world use we attempt to answer the following research
question with a systematic literature review:

• RQ 1: What evidence has been reported that the simula-
tion models achieve their purposes in real-world settings?

3.2. Need for Review
As a first step in our review, to identify any existing sys-

tematic reviews and to establish the necessity of a systematic
review, a search in electronic databases was conducted. The
keywords used for this purpose were based on the synonyms of
systematic review methodology listed by Biolchini et al. [11]
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along with “systematic literature review”. The search was
conducted in the databases identified in Table 1, in year 2013,
using the following search string with two blocks joined with a
Boolean ‘AND’ operator:

(software AND process AND simulation) AND (“systematic
review” OR “research review” OR “research synthesis” OR
“research integration” OR “systematic overview” OR “sys-
tematic research synthesis” OR “integrative research review”
OR “integrative review” OR “systematic literature review”)

This search string gave 47 hits in total. After removing du-
plicates, titles and abstracts of the remaining articles were read.
This way we identified five articles that report two systematic
reviews [55, 56, 61, 60] and [28].

By reading the titles of articles that cite these reviews, we
identified two more relevant review articles [58, 15]. In Sec-
tion 2, we have already discussed in detail the limitations of
these articles. We have also discussed the novel contributions
of our study and how we have attempted to overcome the short-
comings in these existing reviews.

3.3. Search Strategy

A conscious decision about the keywords and data-sources
was made that is detailed below along with the motivation:

3.3.1. Data Sources
Since, the study is focused on the simulation of software de-

velopment processes, therefore it is safe to look for relevant lit-
erature in databases covering Computer Science (CS) and Soft-
ware Engineering (SE). However, as the application of simula-
tion techniques for process improvement may be published un-
der the business related literature, e.g. organizational change,
we decided to include databases of business literature as well.

Table 1: Digital Databases Used in the Study

Database Motivation
IEEE, ACM Digital
and Engineering
Village (Inspec and
Compendex) and
Science direct

For coverage of literature published in
CS and SE.

Scopus, Business
source premier, Web
of science

For broader coverage of business and
management literature along with CS,
SE and related subject areas.

Google Scholar To supplement the search results and to
reduce the threats imposed by the lim-
ited search features of some databases
this search engine was used.

3.3.2. Keywords
Starting with the research questions suitable keywords were

identified using synonyms, encyclopaedia of SE [30] and sem-
inal articles in the area of simulation [20]. The following key-
words were used to formulate the search strings:

• Population: Software process or a phase thereof. Alter-
native keywords: Software project, software development
process, software testing/maintenance process

• Intervention: Simulation. Alternative keywords: simu-
lator, simulate, dynamic model, system dynamics, state
based, rule based, Petri net, queuing, scheduling.

• Context: Real-world. Alternative keywords: empirical,
industry, industrial, case study, field study or observational
study. Our target population was studies done in industry
and we intended to capture any studies done in that con-
text regardless of the research method used. We expected
that any experiments that have been performed in indus-
trial settings would still be identified. Yet by not explicitly
including experiment as a keyword we managed to, some
an extent, disregard studies in a purely academic context.

• Outcome: Positive or negative experience from SPSM
use. Not used in the search string.

The keywords within a category were joined by using the
Boolean operator OR and the three categories were joined us-
ing the Boolean operator ‘AND’. This was done to target the
real-world studies that report experience of applying software
process simulation. The following is the resulting search string:

((software ‘Proximity Op’ process) OR (software ‘Proximity
Op’ project)) AND (simulat* OR “dynamic model” OR “sys-
tem dynamic” OR “state based” OR “rule based” OR “petri
net” OR “queuing” OR “scheduling”) AND (empirical OR
“case study” OR “field study” OR “observational study” OR
industr*)

The proximity operator was used to find more relevant re-
sults and yet at the same time allow variations in how differ-
ent authors may refer to a software development process, e.g.
software process, software testing process, etc. However, in the
databases that did not correctly handle this operator we resorted
to the use of Boolean operator AND instead. The exact search
strings used in individual databases can be found in [5].

The search in the databases (see Table 1) was restricted to
title, abstract and keywords except in Google Scholar where it
was only done in the title of the publications (the only other
option was to search the full-text). Google Scholar is more of
a search engine than a bibliographic database. Therefore, we
made a trade-off in getting a broader coverage by using it with-
out the context block, yet restricting the search in titles only to
keep the number of hits practical for the scope of this study.

Figure 1 provides an overview of the search results and se-
lection procedure (discussed in detail in Section 3.4) applied in
this review to identify and select primary studies.

3.4. Study Selection Criteria and Procedure

Before the application of selection criteria (related to the
topic of the review) all search results were subjected to the fol-
lowing generic exclusion criteria:

• Published in a non peer reviewed venue e.g. books, Mas-
ters/Ph.D. theses, keynotes, tutorials and editorials etc.
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Inspec + Compendex: 2844
ACM Digital library: 182

EBSCOHost Business source: 190
Google Scholar: 902

IEEE Xplore: 713
Web of Knowledge: 1746

SciVerse Scopus: 335
SciVerse ScienceDirect: 106

Total: 7018

Preliminary 
criteria

Basic
criteria

Advanced 
criteria

Primary Studies: 87

2631 Duplicates
4387 Remaining

2481 Excluded
1906 Remaining

1692 Excluded
214 Remaining

127 Excluded
87 Remaining

Figure 1: Overview of Steps in the Selection of Primary Studies.

• Not available in English language.

• A duplicate (at this stage, we did not consider a conference
article’s subsequent publication in a journal as duplicate
this is handled later on when the full-text of the articles
was read).

Where possible, we implemented this in the search strings
that were executed in the electronic databases. But since many
of the journals and conferences published in primary databases
are covered by bibliographic databases, we had a high number
of duplicates. Also, in Google Scholar we had no mechanism
to keep out grey literature from the search results. Therefore,
we had to do this step manually.

After this step, the remaining articles were subjected to three
sets of selection criteria preliminary, basic and advanced. As
the number of search results is fairly large, for practicality, the
preliminary criteria were used to remove the obviously irrele-
vant articles.

3.4.1. Preliminary criteria
Preliminary criteria were applied on the titles of the articles,

the information about the venue and journal was used to supple-
ment this decision. If the title hinted exclusion of articles but
there was a doubt the abstract was read. If it was still unclear the
article was included for the next step where more information
from the article was read to make a more informed decision.

• Exclude any articles related to the simulation of hardware
platforms.

• Exclude any articles related to the use of simulation soft-
ware, e.g. simulating manufacturing or chemical process
or transportation, etc.

• Exclude any articles related to use of simulation for evalu-
ation of software or hardware reliability and performance
etc.

• Exclude any articles related to use of simulation in SE ed-
ucation in academia. Articles with educational focus us-
ing software process simulation were not rejected straight
away based on the title. Instead we read the abstract to dis-
tinguish the SPSM used for training and education in the
industry from those in a purely academic context. Only the
articles in the latter category were excluded in this study.
If such a decision could not be made about the context, the
article was included for the next step.

The preliminary criteria were applied by only one reviewer.
By using “when in doubt, include” as a rule of thumb we en-
sured inclusiveness to reduce the threat of excluding a relevant
article. Also having explicit criteria about what to exclude re-
duced the reviewer’s bias as we tried to minimize the use of
authors own subjective judgement in selection.

3.4.2. Basic criteria
Basic criteria were applied to evaluate the relevance of the

studies to the aims of our study by reading the titles and ab-
stracts.

• Include an article related to the simulation of a software
project, process or a phase thereof. For example, the type
of articles identified by the preliminary criteria.

• Exclude an article that only presents a simulation tech-
nique, tool or approach.

• Exclude a non-industrial study (e.g. rejecting the empiri-
cal studies with students as subjects or mock data). Studies
from both commercial and open source software develop-
ment domains were included in this review.

It was decided that articles will be labelled as: Relevant, Irrele-
vant or Uncertain (if available information i.e. title and abstract,
is inconclusive). Given that two reviewers will do the selection
we had six possibilities (as shown in Table 2) of agreement or
disagreement between the reviewers about the relevance of in-
dividual articles.

In Table 2 categories A, C and F are cases of perfect agree-
ment between reviewers. The decision regarding each of the
categories motivated by the agreement level of reviewers and
likelihood of finding relevant articles in such a category is listed
below:

• Articles in category A and B (considered potential primary
studies) will be directly taken to the last step of full-text
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Table 2: Different Possible Scenarios for Study Selection

R
ev

ie
w

er
1

Reviewer 2
Relevant Uncertain Irrelevant

Relevant A B D

Uncertain B C E

Irrelevant D E F

reading. Although articles in category B show some dis-
agreement between the authors but (since one author is
certain about the relevance and the other is inconclusive)
we considered it appropriate to include such studies for
full-text reading.

• On the other hand, articles in category F will be excluded
from the study as both reviewers agree on their irrelevance.

• Articles in category C will be reviewed further (by both
reviewers independently using the steps of adaptive read-
ing described below) where more detail from the article
will be used to assist decision making. This was a rational
choice to consult more detail, as both reviewers concurred
on a lack of information to make a decision.

• Articles in category D and E show disagreement, with cat-
egory D being the worst as one author considers an article
relevant and other considers it irrelevant. Articles in these
two categories were deemed as candidates for discussion
between reviewers. These articles were discussed and rea-
sons for disagreement were explored. Through consensus,
these articles were placed in either category A (included
for full-text reading as a potential primary study), C (un-
certain need more information and subjected to adaptive
reading) or F (excluded from the study).

To develop a common understanding of the criteria both re-
viewers read the criteria and using “think aloud” protocol ap-
plied it on three randomly selected articles.

Furthermore, before performing the actual inclusion and ex-
clusion of studies, a pilot selection was performed [36]. This
step was done by two reviewers independently on 20 randomly
selected articles. The results of this pilot are shown in Table 3.

Table 3: Results of the Pilot Selection

R
ev

ie
w

er
1

Reviewer 2
Relevant Uncertain Irrelevant

Relevant 6 0 2

Uncertain - 4 0

Irrelevant - - 8

We had an agreement on 90% of the 20 articles used in the
pilot of inclusion/exclusion criteria. Based on these results with

high level of agreement, we were confident to go ahead with the
actual selection of the studies.

Inclusion and exclusion criteria were applied independently
by two reviewers on 1906 articles that had passed the prelimi-
nary criteria used for initial screening (see Figure 1).

The results of this phase are summarized in Table 4 where the
third column shows the final total of articles once the articles in
category D and E were discussed and reclassified.

Table 4: Results of Applying the Inclusion and Exclusion Criteria

Category
ID

Number of
articles

Total number of articles
post discussion

A 96 106
B 34 34
C 122 174
D 30 0
E 82 0
F 1542 1592

Table 5 shows good agreement on the outcome of applying
basic criteria on articles. This shows a shared understanding
and consistent application of the criteria on the articles. Only on
30 out of 1906 articles the reviewers had a major disagreement
i.e. category D in Table 4.

Table 5: Cohen’s Kappa and Percent Agreement between Reviewers

Criteria Percent
Agreement

Cohen’s Kappa
statistic

Basic criteria 92.50 0.73
Adaptive reading 78.60 0.53
Context description 80.50 0.65
Study design description 81.60 0.56
Validity threats discussion 95.40 0.73
Subjects/Users 92.00 0.34
Scale 80.50 0.58
Model validity 89.70 0.83

Adaptive reading for articles in category C:
Based on the titles and abstracts of articles, we often lacked suf-
ficient information to make a judgement about the context and
method of the study. Therefore we had 174 articles (category
C in Table 4) that required more information for decision mak-
ing. Many of the existing literature reviews exclude such arti-
cles where both reviewers do not consider a study relevant [36].
However, as we decided to be more inclusive to minimize the
threat of excluding relevant research we decided to further in-
vestigate such studies.

As the number of articles in this category was quite large
(174 articles) and we already had a sizeable population of po-
tential primary studies (106 and 34 articles in category A and
B respectively) we could not justify spending a lot of effort in
reading full-text of these articles. Therefore, we agreed on an
appropriate level of detail to make a selection decision without
having to read the full-text of the article. The resulting three-
step process of inclusion and exclusion with increasing degree
of detail is:

1. Read the introduction of the article to make a decision.
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2. If a decision is not reached read the conclusion of the arti-
cle.

3. If it is still unclear, search for the keywords and evaluate
their usage to describe the context of the study in the arti-
cle.

Again a pilot of this process was applied independently by
the two reviewers on five randomly selected articles in category
C. The reviewers logged their decisions and the step at which
they took the decision e.g. ‘Reviewer-1 has included article
Y after reading its conclusion’. In this pilot, we had a perfect
agreement on four of the five articles with regard to the decision
and the step where the decision was made. However, one arti-
cle resulted in some discussion as reviewers noticed that in this
article authors had used terms “empirical” and “example” and
this made it unclear whether the study was done in real-world
settings. To avoid exclusion of any relevant articles it was de-
cided that such articles that are inconclusive in their use of these
terms will be included for full-text reading.

The adaptive reading process described above was applied
independently by both reviewers and we had a high congruence
on what was considered relevant or irrelevant to the purpose of
this study. The inter-rater agreement was fairly high for this step
as presented in Table 5. All articles with conflicting decision
between the two reviewers were taken to the next step for full-
text reading. This resulted in another 74 articles for full-text
reading in addition to the 140 articles in category A and B see
Table 4.

3.4.3. Advanced criteria
This is related to the actual data extraction, where the full-

text of the articles was read by both reviewers independently.
Exclude articles based on the same criteria used in the previ-
ous two steps (see Section 3.4.1 and Section 3.4.2) but this time
reading the full-text of the articles. We also excluded the con-
ference articles that have been subsequently extended to journal
articles (that are likely to have more details).

For practical reasons these 214 articles were divided equally
among the two reviewers to be read in full-text. However, to
minimize the threat of excluding a relevant study any article
excluded by a reviewer was reviewed by the second reviewer.
Section 3.7 presents the data extraction form used in this study,
the results of the pilot and the actual data extraction performed
in this study. The list of excluded studies at this stage are avail-
able in [5].

3.5. Study quality assessment criteria

The criteria used in this study were adapted from Ivarsson
and Gorschek [19] to fit the area of SPSM. We dropped ‘re-
search methodology’ and ‘context’ as criteria from the rele-
vance category because we only included the real-world studies
in this review. So, these fields were redundant.

3.5.1. Scoring for rigor
To assess how rigorously a study was done we used the fol-

lowing three sub-criteria:

• Description of context

1. If the description covers at least four of the context
facets: product; process; people; practices, tools,
techniques; organization and market [37] then the
score is ‘1’.

2. If the description covers at least two of the context
facets then the score is ‘0.5’.

3. If less than two facets are described then the score is
‘0’.

In general, a facet was considered covered if even one of
the elements related to a facet is described. The facet “pro-
cess” was considered fulfilled if a general description of
the process or if name of the process model followed in
the organisation is provided.

• Study design description

1. If the data collection/analysis approach is described
to be able to trace the following then the score
is ‘1’, which is given a) what information source
(roles/number of people/data set) was used to build
the model, and b) how the model was calibrated
(variable to data-source mapping), and c) how the
model was evaluated (evaluation criteria and analysis
approach).

2. If data collection is only partially described (i.e. at
least one of the three - a), b), or c) above has been
defined) then the score is ‘0.5’.

3. If no data collection approach is described then the
score is ‘0’ (example: ”we got the data from com-
pany X”).

• Discussion of validity threats

1. If all four types of threats to validity [52] (inter-
nal, external, conclusion and construct) are discussed
then the score is ‘1’.

2. If at least two threats of validity are discussed then
the score is ‘0.5’.

3. If less than two threats to validity are discussed then
the score is ‘0’.

3.5.2. Scoring of relevance
The relevance of the studies for the software engineer-

ing practice was assessed by the following two sub-criteria:
users/subjects and scale:

• Users/Subjects

1. If the intended users are defined and have made use
of the simulation results for the purpose specified
then the score is ‘1’ (in case of prediction, e.g. a
follow-up study or a post-mortem analysis of how it
performed was done).

2. If the intended users are defined and have reflected
on the use of the simulation results for the purpose
specified then the score is ‘0.5’
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3. If the intended users have neither reflected nor made
practical use of the model result then the score is ‘0’
(e.g. the researcher just presented the result of the
simulation and reflected on the output in the article).

• Scale

1. If the simulation process is based on a real-world
process then the score is ‘1’ (articles that claim that
the industrial process is similar to a standard process
model were also scored as ‘1’).

2. If the simulation process has been defined by re-
searchers without industry input then the score is ‘0’
(the articles that only calibrate a standardized process
model, will also get a zero).

To minimize the threat of researchers bias both reviewers per-
formed the quality assessment of all the primary studies inde-
pendently. Kappa statistic for inter-rater agreement was com-
puted see Table 5. Generally we had a fair agreement as shown
by the values of Cohen’s Kappa (values greater than 0.21 are
considered fair agreement). However, for criteria like Sub-
jects/Users where we had a low agreement we do not think it
is a threat to the validity of the results as all the conflicts were
resolved by discussion and referring back to the full-text of the
publication. The results of quality assessment of primary stud-
ies after consensus are given in Table A.11.

3.6. Scoring model validity

To assess the credibility of models [4] developed and applied
in the primary studies we used the following criteria:

1. If the following two steps were performed the model was
scored as ’1’: a) The model was presented to practition-
ers to check if it reflects their perception of how the pro-
cess works [20, 44], or did sensitivity analysis[20, 32]; b)
Checked the model against reference behaviour [46, 32] or
compared model output with past data [1] or show model
output to practitioners.

2. If at least one of a) or b) is reported then the score is ‘0.5’.
3. If there is no discussion of model verification and valida-

tion (V&V) then the score is ‘0’.

Both reviewers applied these criteria independently on all the
primary studies. Cohen’s Kappa value for inter-rater agreement
for “Model Validity” is 0.83 (Table 5). This shows a high agree-
ment between the reviewers and reliability of this assessment is
also complemented by resolving all the disagreements by dis-
cussion and referring back to full-text of the publications.

3.7. Data extraction strategy

We used a random sample of 10 articles from the selected pri-
mary studies for piloting the data extraction form. The results
were compared and discussed, this helped in developing a com-
mon interpretation of the fields in the data extraction form. This
pilot also served to establish the usability of the form whether
we did find the relevant information at all in the articles. The
data extraction form had the following fields:

• Meta information: Study ID, author name, and title and
year of publication.

• Final decision: Excluded if a study does not fulfil ad-
vanced criteria presented in Section 3.4.3.

• Quality assessment: Rigor (context description,
study design description, validity discussion) and
relevance(subjects/users, scale).

• Model building: Problem formulation (stakeholders,
scope and purpose), simulation approach and tools used,
data collection methods, model implementation, model
verification and validation, model building cost, level of
reuse, evaluation for usefulness, criteria and outcome of
evaluation, documentation, and benefits and limitations.

• Reviewer’s own reflections: The reviewers document
notes, e.g. if an article has an interesting point that can
be raised in the discussion.

We aimed to identify the intended purpose in the study as
stated by their authors and not the potential/possible use of the
simulation model in the study. In this regard, using the purpose
statements extracted from the primary studies we followed the
following three steps to aggregate the repeating purposes in the
primary studies:

• Step-1: Starting with the first purpose statement create
and log a code.

• Step-2: For each subsequent purpose statement identify if
a purpose already exists. If it does log the statement with
the existing code, otherwise create a new code.

• Step-3: Repeat Step-2 until the last statement has been
catalogued.

The resulting clusters with same coded purpose were mapped
to purpose categories defined in [20]. However, we found that
the purpose category “Understanding” overlaps with training
and learning and it is so generic that it could be true for any
simulation study no matter what was the purpose of the study.

Traceability was ensured between the mapping, clusters, and
the purpose statements extracted from the primary studies. This
enabled the second reviewer to review the results of the process
above whether the statements were correctly clustered together.
Any disagreements between the reviewers regarding the classi-
fication were resolved by discussion.

Similarly, the descriptive statements regarding the simula-
tion model’s scope that were extracted from the primary studies
were analysed and mapped to the scopes identified by Kellner et
al. [20]. This mapping was also reviewed by the second author
for all the primary studies.

3.8. Validity threats
The threat of missing literature was reduced by using

databases that cover computer science and software engineer-
ing. We further minimized the threat of not covering the popu-
lation of relevant literature by doing a search in databases cover-
ing management related literature. Another step to ensure wide
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coverage was to consider all literature published before the year
2013 in this study. Thus, the search was not restricted by the
time of publication or venue in any database.

By using the “context” block in the search string (as de-
scribed in Section 3.3.2) adds a potential limitation to our
search approach i.e. the articles that mention the name of the
companies instead of the identified keywords, will not be found
although they are industrial studies. However, this was a con-
scious decision as most often applied research is listed with the
keywords used in this block. This was also alleviated to some
an extent by using a broader search string in Google-Scholar as
described in Section 3.3.2.

By using an electronic search (with search string) we reduced
the selection bias (of reviewers) as well.

For practical reasons, the preliminary criteria were applied
by one reviewer that may limit the credibility of the selection.
However, by only removing the obviously outside the domain
articles which were guided by simple and explicit criteria we
tried to reduce this threat. Furthermore, at this stage and the
later stages of selection we were always inclusive when faced
with any level of uncertainty, this we consider also minimized
the threat of excluding a relevant article. The selection of ar-
ticles based on the basic criteria was done by both reviewers
and an explicit strategy based on Petersen and Ali [36] was em-
ployed.

All the selection of studies, data extraction procedures and
quality assessment criteria were piloted and the results are pre-
sented in the paper. Any differences in pilots and actual execu-
tion of the studies were discussed and if needed the documenta-
tion of the criteria was updated based on the discussions. This
was done to achieve consistency in the application of the cri-
teria and to minimize the threat of misunderstanding by either
of the reviewers. By making the criteria and procedure explicit,
we have minimized the reviewer’s bias and dependence of re-
view results on personal judgements. This has further increased
the repeatability of the review.

Inter-rater agreement was also calculated for such activities
and is discussed in the paper where two reviewers performed a
task e.g. application of basic criteria for selection and quality
assessment. The inter-rater statistics reported in this study gen-
erally show a good agreement between reviewers. This shows
that the criteria are explicit enough and support replication oth-
erwise we would have had more disagreements. All the con-
flicts were resolved by discussion and reviewing the primary
studies together. This means that even on the criteria where the
reviewers had a lower level of agreement it is not a threat to the
results of the study. However, it does point out that the criteria
were not explicit enough and is a threat to repeatability of the
review.

Studies are in some cases based on Ph.D. theses, e.g. [63, 64].
We evaluated the rigor and relevance based on what has been
reported in the article, hence few studies that were based on
the theses could potentially score higher. That is, the authors
could have followed the step, but due to page restrictions did
not report on the results. However, some of the studies only
used calibration data and not the model itself. Given this situa-
tion, a few individual rigor and relevance scores could change,

however, the principle conclusion would not be different.
Study selection and data analysis that resulted in classifica-

tion of purpose and scope for the models also involved two re-
viewers to increase the reliability of the review. Explicit defi-
nition of criteria, and the experience of reviewers in empirical
research in general and simulation in particular also increases
the credibility of the review. Kitchenham et al. [23] highlight
the importance of research expertise in the area of review to in-
crease the quality of study selection. The third author has used
simulation in practice for software reliability and performance
modelling for Telecommunication systems [54]. First author
has used simulation in industry practice to model the testing
process and has a Licentiate on the topic [4], and the second
author has been part of the simulation projects performed by
the first author.

4. Characteristics of Studies

4.1. Number of New Studies

Contrary to earlier research we identified significantly more
studies from the real-world software development context.
Zhang et al. [58] stated that they found “32 industrial applica-
tion cases” of which “given the limited space, this paper, as an
initial report, only describes some of the important SPS appli-
cation cases we identified”. Similarly in a systematic literature
review of software process modelling literature that included
both static and dynamic modelling they found a combined total
of only 43 articles [6].

4.2. Purpose

Table 6 gives an overview of real-world simulation studies
relating to the purposes defined in [20]. The clear majority of
studies used simulation for planning purposes (45 studies), fol-
lowed by process improvement (26 studies), and training and
learning (21 studies). In comparison, only a few studies used
simulation for control and operational management.

Planning: In planning simulation has been used for decision
support [68, 138, 99, 93, 90, 132, 65, 63, 135, 112] (e.g. in
relation to staffing and allocation of effort [135, 65, 93], con-
necting decisions and simulating them in relation to business
outcomes [90], and requirements selection [132]). Further-
more, simulation has been used by many studies for estima-
tion [74, 120, 66, 111, 78, 117, 115, 122, 109, 114, 106, 141,
116, 78, 95, 145, 136, 70], some examples are cost and effort es-
timation [111, 78, 114], schedule estimation [66], release plan-
ning, and fault/quality estimation [141, 109, 103].

Process Improvement and Technology Adoption: Studies in
this category used simulation to evaluate alternative process de-
signs for process improvements [110, 124, 140, 123, 127, 144,
96, 107, 104]. As an example, [140] investigated the effect of
conducting an improvement plan driven by the ISO/IEC 15504
standard. Furthermore, improvements have been evaluated by
varying a number of parameters in the process to determine the
best alternatives one ought to strive for (cf. [144, 96, 107]),
as well as investigating specific technology adoptions to the
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Table 6: Purpose of Simulation in the Primary Studies

Purpose Number
of
Articles

References

Control and
Operational
Management

9 [111, 98, 75, 147, 146, 121, 148,
129, 119]

Planning 45 [66, 68, 67, 109, 115, 103, 90, 74,
138, 141, 114, 143, 111, 99, 106,
93, 135, 120, 95, 65, 117, 116, 63,
92, 122, 97, 112, 145, 70, 121, 108,
132, 136, 78, 105, 77, 87, 139, 101,
100, 89, 91, 86, 69, 71]

Process Im-
provement
and
Technology
Adoption

26 [81, 123, 127, 96, 110, 113, 126, 92,
134, 76, 128, 118, 107, 144, 140,
84, 124, 142, 104, 88, 130, 72, 80,
137, 94, 125]

Training and
Learning

21 [64, 133, 79, 98, 120, 95, 73, 92,
134, 102, 131, 85, 83, 82, 95, 136,
78, 149, 130, 72, 80]

process [126, 88, 128, 113, 142, 76, 84]. Examples of tech-
nology adoptions were introduction of test driven develop-
ment (TDD) [113, 142], comparison of manual vs. model-
based techniques [76], or use of different quality assurance ap-
proaches or architectural styles [84].

Training and Learning: In training and learning the major-
ity of the studies aimed to explore or understand a phenom-
ena from a scientific point of view to provide some recommen-
dations and guidelines to practitioners (cf. [133, 95, 92, 120,
149, 136, 95, 102, 64, 134, 82, 78]). Examples are to under-
stand the effect of requirements overload on bottlenecks in the
whole process [95] or understanding open source system devel-
opment [102], assess what factors make global software devel-
opment successful [136], or understanding the effects of creep-
ing requirements [120].

Control and Operational Management: Only few studies
used simulation for control and operational management [98,
121, 75, 146, 148, 111, 147]. As an example, several stud-
ies assessed whether a project is likely to meet its expected
deadline [75, 146], or whether an individual iteration is able
to meet the deadline [148]. Studies [111, 147] used simulation
for progress status assessment.

4.3. Scope

Table 7 defines categories for scope that a simulation study
can have. The clear majority of studies focused on individual
projects (56 studies). In comparison, fewer studies looked at the
portion of a lifecycle (21 studies), such as testing. Only a small
subset of studies investigated simulations in the context of long
term evolution (4 studies), long term organization (3 studies),
and concurrent projects (3 studies).

Projects: Studies investigating projects and their devel-
opment lifecycle looked at different lifecycles, e.g. related
to CMMI processes [98], and extreme programming (XP)
projects [113]. One study explicitly stated that they are focusing

on new software development [135], while others in connection
with the software lifecycle (excluding requirements and main-
tenance phase.), see e.g. [66, 64]). The remaining studies only
specified that they are looking at the overall development life-
cycle of projects without further specification of the type and
scope/boundaries.

A Portion of the Lifecycle: Studies looking at a portion of
a lifecycle investigated focused on the maintenance process
solely [81, 124, 131], software reliability life cycle [141], re-
quirements and test [73], quality assurance processes [76, 128],
requirements [85], release processes [95], and processes for
components off the shelf (COTS) selection and use [134].

Long term product evolution: Researchers have looked at
the general long-term evolution of products without more spe-
cific classification [144, 82, 149] while [132] looked at market-
driven requirements processes from a long-term perspective.

Long term organization: From an organizational perspec-
tive, studies investigated factors influencing process leader-
ship [123], processes at an organizational level [90], and CMMI
process in relation to organizational business concerns [79].

Concurrent Projects: Two parallel projects have been sim-
ulated by [68], while multiple concurrent projects have been
simulated by [140] and [130].

Table 7: Scope of Simulation Models in the Primary Studies

Scope Number
of
Articles

References

A portion of
life-cycle

21 [81, 141, 96, 75, 73, 134, 76, 128,
124, 131, 70, 85, 95, 105, 77, 137,
139, 72, 119, 89, 71]

Development
project

56 [66, 64, 67, 109, 115, 103, 127, 74,
138, 133, 114, 143, 111, 110, 99,
98, 106, 93, 135, 120, 113, 65, 117,
116, 126, 63, 92, 122, 102, 118,
107, 97, 112, 145, 84, 147, 146,
142, 83, 121, 104, 108, 148, 136,
88, 78, 129, 87, 101, 94, 80, 100,
91, 125, 86, 69]

Concurrent
projects

3 [68, 140, 130]

Long term
evolution

4 [144, 82, 132, 149]

Long term
organization

3 [123, 90, 79]

4.4. Simulation Approaches
Table 8 shows the simulation approaches used by the identi-

fied studies. System dynamics (SD) is the most commonly used
simulation approach (32 studies), followed by discrete event
simulation (DES) with 22 studies. A total of 12 studies com-
bined different simulation approaches. Only few studies used
approaches such as Petri nets (PN) (6 studies) and Monte Carlo
(3 studies).

Hybrid simulation models were mostly combining SD and
DES [110, 120, 113, 85, 148, 136, 78]. Furthermore, qualita-
tive simulation was combined with other models such as SD,
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or used to abstract from a quantitative model (cf. [149, 131]).
Furthermore, models combined stochastic and deterministic as-
pects in a single model [92].

Others include a variety of models that used approaches
from control theory [145], Copula methods [146], Markov
Chaims [88], agent-based [83, 139, 72], while others did not
specify the approach used, and we could not deduce the ap-
proach from the information presented.

Table 8: Simulation Approaches used in the Primary Studies

Approach Number
of
Articles

References

DES 23 [81, 115, 141, 96, 114, 143, 79, 75,
126, 128, 124, 70, 95, 132, 127,
118, 105, 129, 137, 101, 89, 125,
90]

Hybrid 12 [110, 120, 113, 92, 131, 85, 148,
136, 78, 149, 86, 71]

Monte Carlo 3 [93, 84, 87]
Other 11 [145, 146, 88, 83, 111, 76, 98, 139,

72, 100, 94]
PN 6 [103, 138, 99, 117, 116, 104]
SD 32 [66, 68, 64, 67, 109, 123, 74, 133,

106, 135, 65, 73, 63, 134, 122, 102,
107, 97, 112, 144, 140, 147, 142,
121, 108, 82, 77, 130, 80, 119, 91,
69]

In connection to simulation approaches, it is interesting
which tools have been used to implement them.

SD: Three studies reported the use of Vensim [134, 122,
121]. Other simulation tools used were Powersim [73], and
iThink [109]. One study used a self-developed tool [108]. The
majority of SD studies did not report the tool they used.

DES: For DES two studies used Extend [128, 70] and two
studies used Process Analysis Tradeoff Tool (PATT) [115, 114].
Further tools used were Micro Saint [81], RSQsim [132], Telel-
ogic SDL modeling tool [95] and SoftRel [141]. For two studies
simulation models were programmed from scratch in Java [79]
and C++ [75]. One study used Statemate Magnum [127] and
Nakatani [118] did not specify the tool used.

Hybrid: For hybrid simulation a variety of tools have
been used, such as DEVSim++ (APMS) [120], Ex-
tend [85], iThink [92], Little-JIT [78], QSIM [131], and Ven-
sim [149]. One study used a self-developed model written in
Smalltalk [113].

PN: One study documented that they developed the model
from scratch using C [103], others did not report on the tools
used.

Monte Carlo: No information about tools has been provided.

4.5. Cross Analysis Purpose and Scope
Table 9 shows a cross-analysis of purpose and scope. The

simulation of individual development projects is well covered
across all purposes with multiple studies for each purposes.

A portion of the lifecycle was primarily investigated for
process improvement and technology adoption (8 studies) and

planning (8 studies). A few studies investigated training and
learning (6 studies), and only two studies focused on control
and operational management.

Overall, research on concurrent projects is scarce. One study
investigated concurrent projects for planning, two for process
improvement and technology adoption, and one for training and
learning.

Similar patterns are found for long term evolution and long
term organization, where primarily individual studies investi-
gated the different purposes with respect to the defined scopes
of the simulation models.

No studies in the area of control and operational manage-
ment focus on long term evolution or organization, which is by
definition to be expected.

4.6. Cross Analysis Purpose and Simulation Approaches

Table 10 shows a cross-analysis of purpose and simulation
approaches. SD has been used for all purposes, while an em-
phasis is given to planning (17 studies), followed by process
improvement (8 studies) and training and learning (8 studies).
Only three SD studies focused on control and operational man-
agement.

Hybrid simulation has been used for all purposes as well,
with the majority of studies focusing on training and learning
(7 studies), followed by planning (6 studies), and process im-
provement (3 studies). Only one hybrid study has been used for
control and operational management.

Overall, the number of Monte-Carlo simulations has been
low with only three studies. Out of these three, two studies
focus on planning and one on process improvement.

PN studies primarily used the simulation for planning pur-
poses, only one study focused on process improvement.

Others have been used in a balanced way across purposes.

5. Systematic Literature Review Results

To assess the evidence of usefulness of simulation for the
proposed purpose we would like to take into account the rigor
and relevance of studies, model’s credibility (in terms of the
level of verification and validation), scope of the model and the
real-world context in which it was used.

5.1. Context of simulation studies

Petersen and Wohlin [37] defined different facets to describe
the industrial context of a study. Each facet contains elements
that could be described to characterize the facet, serving as a
checklist for researchers during reporting of studies. For this
study, a characterization of the following facets was sought: 1)
product, 2) processes, 3) people, 4) practices, tools, and tech-
niques, 5) product, 6) organization, and 7) market. Among the
primary studies only 9% (8 studies) cover at least four context
facets [37] and 56% have described less than two context facets
in the articles.
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Table 9: Purpose and Scope of SPSM in the Primary Studies

Control and
Operational
Management

Planning Process Improvement and
Technology Adoption

Training and Learning

A portion of
life-cycle

[75, 119] [141, 95, 71, 77, 89, 105, 139] [81, 96, 134, 76, 128, 124, 72,
137]

[73, 134, 131, 85, 95, 72]

Development
project

[111, 98, 147,
146, 121, 148,
129]

[66, 67, 109, 115, 103, 74, 138, 114, 143,
111, 99, 106, 93, 135, 120, 65, 117, 116,
63, 92, 122, 97, 112, 145, 121, 108, 136,
78, 69, 86, 87, 91, 100, 101, 70]

[127, 110, 113, 126, 92, 118,
107, 84, 142, 104, 88, 80, 94,
125]

[64, 133, 98, 120, 92,
102, 83, 136, 78, 80]

Concurrent
projects

[68] [140, 130] [130]

Long term
evolution

[132] [144] [82, 149]

Long term
organization

[90] [123] [79]

Table 10: Purpose and Approach of SPSM in the Primary Studies

Control and
Operational
Management

Planning Process Improvement and
Technology Adoption

Training and
Learning

DES [75, 129] [115, 141, 114, 143, 70, 95, 132, 89, 101,
105, 90]

[81, 96, 126, 128, 124, 125, 137,
127, 118]

[79, 95]

Hybrid [148] [120, 92, 136, 78, 86, 71] [110, 113, 92] [120, 92, 131, 85, 136,
78, 149]

Monte-Carlo [93, 87] [84]
Other [111, 98, 146] [111, 145, 139, 100] [76, 88, 72, 94] [98, 83, 72]
PN [103, 138, 99, 117, 116] [104]
SD [147, 121,

119]
[66, 68, 67, 109, 74, 106, 135, 65, 63, 122,
97, 112, 121, 108, 69, 77, 91]

[123, 134, 107, 144, 140, 142,
80, 130]

[64, 133, 73, 134, 102,
82, 80, 130]
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5.2. Verification and Validation of simulation models
To validate the model structure and representativeness:

• 16% of the studies used “practitioner feedback”.

• Only six studies i.e. 7% reported performing sensitivity
analysis on the model.

• While 76% studies did not report any such effort.

It can be said that in some of these studies this level of vali-
dation of representativeness may not have been necessary since
the models were based on standards e.g. the IEEE-12207 (un-
der the premise that the organization uses a similar process).

To validate the model behaviour:

• 47% of the studies compared the simulation model output
with real data.

• 5% (i.e. four studies) reviewed the model output with
practitioners.

• 6% (i.e. five studies) either compared the model output
with literature or with other models.

• 40% reported no such effort.

5.3. Rigor and Relevance of primary studies
Figure 2 provides an overview of how the primary studies

in this review scored against the rigor-relevance criteria. From
this figure, we can divide the studies into four clear sets as listed
below. For example, studies are classified as ‘A’ (high rigor, low
relevance) if they have a rigor score above the median value
‘1.5’ and a relevance score below or equal to the median value
‘1’.

• 81 Studies classified as ‘C’: with (Low rigor, Low rele-
vance) of (≤ 1.5, ≤ 1).

• 4 Studies classified as ‘B’: with (Low rigor, High rele-
vance) of (≤ 1.5, > 1).

• 2 Studies classified as ‘A’: with (High rigor, Low rele-
vance) of (> 1.5, ≤ 1).

• 0 Studies classified as ‘D’: with (High rigor, High rele-
vance) of (> 1.5, > 1).

Furthermore, Figure 2 shows the median age of the articles
in each category. It is visible that the quality of the studies does
not seem to exhibit a trend of increase in rigor and relevance
scores in relation to newer articles.

5.4. Evaluation of simulation for the intended purpose
Only 13% (11 studies) actually reported some sort of evalu-

ation of the model’s usefulness for the suggested purpose. 6%
of studies compared predicted data to real-data (which we have
considered an acceptable evaluation provided it is the prediction
and not just replication of the real-data based on the calibration
of the model). Of the studies 6% used feedback from practi-
tioners for the proposed model purposes (however not based on
actual use of the model). Only one study [96] reports a follow-
up study where the effectiveness of simulation for the purpose
of software process improvement is investigated.
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Figure 2: Overview of Rigor-Relevance Scores for the Primary Studies.

6. Discussions

6.1. Coverage of modelling scope and purposes

Overall, studies taking a long-term perspective are under-
represented, only four studies looked at long term evolution,
and three covered long term organization (see Table 9). Fur-
thermore, there are only three studies reporting on simulating
concurrent projects, while these become more relevant at this
point in time. In particular, in system of systems development
and large-scale software development taking a perspective be-
yond the project is important. From a research perspective, this
implies the need for applying simulation on concurrent projects
from an end to end development lifecycle. Looking at the in-
tersection between purpose and lifecycle, it becomes more ap-
parent that long-term perspective, long term organization, and
concurrent project simulation is a research gap. Only individ-
ual studies in those areas focused on planning and process im-
provement/technology adoption. A cross-analysis of purpose
and simulation approaches revealed that overall the different
simulation approaches were applied across all the purposes.

6.2. Reporting quality

23% of the primary studies partially describe the data collec-
tion, analysis and evaluation approach. 62% of these studies
do not report the study design in appropriate detail (the criteria
was discussed in Section 3.5). Only two studies explained the
study design in detail. Among the four typical threats to validity
[52] in empirical research only 8% of the primary studies had
a discussion of two or three threats to validity. Remaining 91%
of the primary studies did not have any discussion on validity
threats.

This gives a clear picture of the quality of reporting in pri-
mary studies and makes it difficult to analyse the credibility
and the strength of evidence in these studies. From a secondary
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studies perspective, this highlights the challenge to synthesize
the evidence (if any) reported in these studies.

6.3. Context

It is critical to identify the contextual factors because their
interaction influences what works well in a certain setting. It is
crucial to contextualize empirical evidence by aptly raising the
question “What works for whom, where, when and why?” [37,
13]. Unfortunately, given that 56% of the articles describe less
than two facets of context it is impossible to perform an analysis
where we may establish a relation between the usefulness of
simulation approaches in a given context using the empirical
evidence from the primary studies.

6.4. Model validity

Given the lack of empirical data in industrial contexts one
would tend to agree with Dickmann et al. [90] when they state
that, “Methodologically, the simplest case is to prove congru-
ence of the simulation results with real world input-output-data.
However, this type of validation is almost never achieved be-
cause of “lack of data” from software development projects”.
However, surprisingly 51% of the primary studies reported a
comparison of the simulation model output with real data for
validation.

One reason could be that the SPSM study’s goals were
aligned with the available data. Another explanation could be
that the companies where the studies were conducted have ex-
tensive measurement programs. The first explanation is highly
likely for studies where a phase of the development process is
modelled with a narrow focus e.g. the simulation of mainte-
nance process [81]. The second may also hold true as 21% of
the studies either simulated a process at NASA or used their
data to calibrate the model [63, 64, 65, 66, 67, 68, 115, 114,
126, 128, 107, 84, 85] since they had a strong tradition of mea-
surements.

Overall in terms of V&V of the simulation models built and
used in the primary studies, 26% had not reported any V&V
whereas 45% had some level of V&V and 16% had reported
V&V of both the model’s structure and behaviour. From the
simulation literature [32, 27] we know that the credibility of
simulation models cannot be guaranteed by just one of the
methods of V&V. This also points to poor credibility of the
evidence reported in simulation studies. As pointed out by
Ghosh [93] reproducing the output correctly does not validate
the underlying cause effect relations in the model. Out of the
secondary studies (discussed in Section 2.1), only de França
and Travassos [15] have critiqued existing research for lacking
rigor in model validation and the use of analysis procedures on
simulation output data. Our study independently concurs their
findings with respect to the model validation [15].

6.5. Evaluation of usefulness

Of the 87 primary studies we found a diverse coverage of
simulation purpose, model scope and simulation approaches.
This was summarised in Section 4.5 and Section 4.6. However,

from the literature review’s perspective, the lack of evaluation
of simulation models for proposed purposes is disappointing.

Ideally speaking we would like to use the evidence in studies
that score high on both rigor and relevance. However, the pri-
mary studies in this review scored poorly on both dimensions.
Let us therefore look at the studies in categories ‘A’ and ‘B’
(that scored high on at least one dimension as reported in Sec-
tion 3.5) that also performed evaluation of simulation models
for their intended purposes. We have three such ‘B’ studies and
one ‘C’ study.

Class ‘A’:
The two studies [93, 101] though with high rigor yet low rele-
vance scores did not perform an evaluation of the model for the
proposed purpose at all.

Class ‘B’:
Hsueh et al. [98] conducted a questionnaire based survey to as-
sess if the model can be useful for educational purposes. Al-
though they report that most subjects expressed that the model
“could provide interesting and effective process education sce-
narios”, but 25% of respondents considered the simulation
based games were not helpful or useful to their current work.
This can only be considered as an initial evaluation of the ap-
proach and given the overall positive outcome a thorough eval-
uation of the game for educational purpose is required.

Huang et al. [99] report that the project managers claimed
that they would have made a value-neutral decision without the
(simulation based) analysis from the study. However, in our
opinion it is not clear if the contribution is that of the simulation
model or that of the underlying “Value Based Software Quality
Achievement” process framework.

Houston [96] uses DES to quantitatively analyse process im-
provement alternatives and then performs a follow-up study to
see if the changes done in the process resulted in real improve-
ments. Although there is no discussion on how the confounding
factors and threats to the validity of the study were mitigated
it is difficult to associate the evidence of improvements in the
process with use of process simulation to assess improvement
alternatives.

Al-Emran [71] combines Monte-Carlo simulation with DES
and models the release planning phase. Without presenting any
details of the evaluation, they claimed that it was found use-
ful for early risk detection and the development of mitigation
strategies in the case study conducted at a company. Further-
more, validation of neither the structure nor the behaviour of
the model is reported in the article.

The aspect of not performing evaluations may have perme-
ated into SPSM from other disciplines that use simulation,
where the emphasis is on verification and validation to ensure
that the results are credible. In such disciplines, the results are
often considered sufficiently credible if they are accepted and
implemented by the sponsor of a simulation study [7]. How-
ever, it should be considered that these disciplines have an es-
tablished tradition of using simulation and ample success-cases
exist for them not to do follow-up studies.

Whereas to establish SPSM as an alternative to static process
models, analytical models, and as means of planning, manage-
ment and training in industry, the evidence of its efficacy must
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be presented. For example in the context of lean development,
comparing a value stream mapping workshop [33] with static
process descriptions with one facilitated by a dynamic simula-
tion model. Or evaluating the effectiveness of simulation based
training of practitioners compared to a well conducted seminar
with graphical aids.

Unfortunately, based on the results of this systematic review
and the modellers survey [3], it is indicated that SPSM mod-
ellers see verification and validation as the evaluation of sim-
ulation models. Some initial work towards a framework that
highlights the need for evaluation of the value aspect of a sim-
ulation model is done by Ahmed et al. [2].

6.6. Comparison with previous literature reviews

The total number of simulation studies (87 identified in this
study) that were related to real-world application of SPSM is
fairly high, which is not indicated by previous literature reviews
on simulation. For example, Zhang et al. [58] stated that they
found “32 industrial application cases” of which “given the
limited space, this paper, as an initial report, only describes
some of the important SPS application cases we identified”. de
França and Travassos [15] reported on the frequency of stud-
ies with respect to domain, which partially overlaps with what
we defined as the scope. A shared observation is that the most
frequent investigations relate to development projects. Further-
more, de França and Travassos reported on verification and val-
idation, in particular of 108 of their included studies 17 papers
compared their results with actual results, 14 had model results
reviewed by experts, and 3 studies used surveys to confirm the
validity of model behaviour. Whether studies do combinations
of them cannot be deduced from the tables presented. How-
ever, the study confirms that only a small portion of studies
conducts verification and validation of models. A noteworthy
difference between de França and Travassos [15] and the study
presented in this paper is the difference in population and sam-
pling. Their population focused on all types of simulation in
software engineering (including architecture simulation), and in
their sampling they did not include business literature. Lastly
Bai et al. [6] have identified a total of 43 empirical studies even
though their population was all software process modelling lit-
erature including SPSM.

Furthermore, none of the existing systematic reviews [28, 55,
56, 61, 60] and [6] report the lack of evidence for the usefulness
of SPSM in current research. Zhang et al. [58] do indicate a
lack of objective evaluation but do not provide any traceable
foundation for their claim and they do not highlight the almost
non-existence of evidence for the usefulness of SPSM.

6.7. Cost of SPSM

When proposing a new tool or practice in industry it is im-
portant to not only report the evidence of its effectiveness but
also the cost of adoption. Given that simulation is perceived as
an expensive and non-critical project management activity [40]
makes reporting the cost of conducting an SPSM study even
more important.

However except for two studies none of the primary stud-
ies reported the effort spent on simulation. Pfahl and Leb-
sanft [121] report 18 months of calendar time for the simula-
tion study and an effort of one person year in consulting and
0.25 person years for the development part. In another study,
Pfahl [123] only reports the calendar time of three months for
knowledge elicitation and modelling and four meetings that
were held in this period between Fraunhofer IESE and Daim-
ler Chrysler. Shannon [45] predicted a high cost for simulation
as well, “a practitioner is required to have about 720 hours of
formal classroom instruction plus 1440 hours of outside study
(more than one man-year of effort)”.

Given the nature of software development where change is
so frequent (technology changes, software development pro-
cess, environment, and customer requirements etc.), it is very
likely that for simulation as a decision support tool will require
adaptation. Expecting practitioners to put in one man-year of
effort upfront is very unrealistic (especially under the circum-
stance that we do not have strong evidence for its usefulness).
Furthermore apart from the cost in terms of required tool sup-
port, training and effort for development, use and maintenance
of simulation models there is the cost of the necessary measure-
ment program that can feed the model with accurate data that
should also be acknowledged for an effective process simula-
tion.

6.8. Accessibility of SPSM studies

In conducting this systematic review, it was piv-
otal to have access to the Proceedings of the “Inter-
national Software Process Simulation Modeling Work-
shop” ProSim. However, these proceedings were not
available online e.g. the links (at http://www.icsp-
conferences.org/icssp2011/previous.html) and the link to
the predecessor Prosim (at http://www.prosim.pdx.edu/) were
broken. We obtained the proceedings for ProSim 2003-2005
from a personal contact.

6.9. Assessing the evolution of the field

From the point of view of a secondary study that aims to as-
sess and aggregate evidence reported in primary studies, it is
very important to understand the contributions of each study.
This was particularly difficult in cases of journal articles that
were extended from conference articles but did not explic-
itly acknowledge it, e.g. see the pairs [26] and [103], [92]
and [14], [12] and [88], [50] and [142], [109] and [31], as well
as [126] and [41].

Furthermore, some studies are remarkably similar, e.g. see
the pairs [148] and [57], [10] and [81], as well as [149]
and [59]. A methodology to develop a simulation model pro-
posed by Park et al. is reported in three articles which are very
similar as well [120, 35, 34].

Similarly, Zhang et al. have reported a two phase systematic
review in five articles [55, 56, 61, 60, 58]. There is an overlap
in the contribution of at least three of these articles [55, 56, 61].

From a reporting point of view we therefore recommend
to report on reuse of previous models, and extensions made
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to them to aid other researchers in assessing the contributions
made to the field.

In the proceedings of the “2012 International conference on
Software and System Process” there is an indication that re-
searchers in the SPSM community are trying to ponder on rea-
sons why software process simulation has not had the impact it
ought to [29, 40] and [17]. Many of the challenges reported by
them are also true in general for all empirical research in SE,
e.g. access to practitioners, acquiring credible data, and getting
the solutions adopted in industry [48]. Other challenges are
perhaps more unique for our research community e.g. SPSM is
not sufficiently communicated and is not understood by practi-
tioners [29, 40], and the perceived high cost of SPSM [40]. A
more apt reflection on the state of SPSM research is that, “A
retrospective or post-mortem is seldom conducted with SPS so
as explain and deepen understanding of a completed project”
[17].

Münch [29] argues that a major challenge in wide spread
adoption of SPSM is that the software industry “is often not
ready for applying process simulation in a beneficial way”.
However, based on the results of this systematic literature re-
view, we can see that it will be difficult to build a case for the
use of SPSM in practice without reporting the evidence for its
usefulness and the cost of adoption.

The results of this systematic literature review corroborate
the claim by Pfahl [39] that there is no evidence of wide spread
adoption and impact of SPSM research on industry. He also
challenges if SPSM has a realistic potential to have an impact
on industrial practice [39]. He is not very optimistic about the
likelihood of adoption we believe that although he has strong
arguments more research is required to make any conclusive
statements in this regard. We think that there is a need to iden-
tify the problems where the use of simulation can be justified
given the high cost of undertaking it and show its utility.

There is a lack of studies evaluating the usefulness of SPSM
for training and learning compared to other instructional meth-
ods in industrial settings. Pfahl [39] is however more optimistic
about the future of SPSM as a means for learning and training
in industry. Based on the results of a systematic literature re-
view [51] we do not share the same enthusiasm. Wangenheim
and Shull [51] considered any study using a game-based (game
or simulation) approach for an educational purpose in their re-
view. The studies included in their review were predominantly
based on simulation. They found that games are effective to re-
inforce already acquired knowledge. They also concluded that
games should only be used in combination with other meth-
ods like lectures with an intended learning outcome. Given that
they found that games (including simulation based) only have
more “impact on lower cognitive levels, reinforcing knowledge
learned earlier” it is less likely that we will have learning ob-
jectives for practitioners that will justify the use of simulation.
For example, we reported a study where a simulation model was
used to illustrate the importance of early integration to the prac-
titioners in a large company that develops software intensive
products [4]. However, it is still an open question whether sim-
ulation is more effective in getting the message across instead
of only static process diagrams, presentations and spreadsheets

with graphs showing the potential benefits of early integration
and the implications of the current practice.

6.10. Recommendations

For practice and research we provide the following recom-
mendations:

1. When using simulation models for scientific purposes (e.g.
assessing the usefulness of test driven development), one
has to be sure that the appropriate steps with respect to
model validity checking have been conducted. Further-
more, given the limitations in demonstrating the useful-
ness of simulation beyond replication of reference be-
haviour, we recommend to not rely on single simulation
studies until further evidence for their reliability has been
provided. That is, the current state of evidence does not
support the common claim that they can replace (con-
trolled) experiments and case studies.

2. From a research perspective, future studies should not just
focus on replicating reference behaviour, as many stud-
ies have shown that this was successfully achieved. In
particular, future studies should go through all necessary
steps (building and calibrating models based on a real-
world context, establish structural and behavioural model
validity, and conduct a series of evaluations of the sim-
ulation with respect to its purpose) to significantly drive
forward the field of software process simulation. Here,
several studies are needed to cover the different purposes
more extensively.

3. The success of step 2) depends very much on complete
reporting of how the research study is conducted, in par-
ticular with respect to reporting context, data collection,
and validity. Important references guiding simulation re-
searchers are Petersen and Wohlin for describing the con-
text in industrial studies [37], Runeson and Höst [43] for
case study research, Wohlin et al. [52] on conducting and
reporting experiments. For reporting SPSM studies us-
ing continuous simulation a good template is available in
Madachy’s book [32].

7. Conclusions

In this paper, we identified literature reporting the application
of software process simulation in real-world settings. We iden-
tified a total of 87 primary studies. To increase the validity of
the results we undertook a number of measures including indi-
vidually selecting and assessing the articles, conducting pilots
in each phase, calculating inter-rater agreement and discussing
any case of disagreement.

Articles were assessed based on their reporting for scien-
tific rigor and industrial relevance. Furthermore, we evaluated
whether the simulation model’s validity was assured. We also
determined how studies evaluated simulation against the pur-
pose for which it was used in the real-world. A large majority
of the primary studies scored poorly with respect to the rigor
and relevance criteria.
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With regard to the scoping of real-world simulation studies
we conclude that a research gap was identified in relation to
simulation of concurrent projects, and the study of long term
evolution from a product and organizational perspective. Such
projects are of particular interest in the case of large scale soft-
ware development where several teams work concurrently in
software projects for development of an overall system.

Figure 3 provides an overview of achieved validation and
evaluation of usefulness. The figure shows that 18% of the pri-
mary studies verified the model structure and behaviour. Over-
all, 13% provided an evaluation and only four of these studies
scored high on either rigor or relevance criteria. Furthermore,
the evaluation done was at best only static according to the defi-
nition from [16], i.e. feedback from practitioners was collected
whether the model has the potential to fulfil the intended pur-
pose. Of the overall set, only one article reports having verified
structure and behaviour of the model, and evaluated it against
the specified purpose.

Verification and validation of the model (Structure 
and Behavior)

Evaluation: Model Used for the 
Specified Purpose

18%

13%

Absolute Combined

1%

Figure 3: State of Model Validation and Evaluation

Based on the results of this systematic literature review that
was more extensive in coverage than any of the previously pub-
lished secondary studies we can draw the following conclu-
sions:

• Despite the large number of industrial applications found
in this review, there are no reported cases of the transfer of
technology where SPSM was successfully transferred to
practitioners in the software industry. Furthermore, there
are no studies reporting a long-term use of SPSM in prac-
tice. There is no evidence to back the claims of practical
adoption and impact on industrial practice [62, 58]. This
finding supports the position taken by Pfahl [39] that there
is little evidence that process simulation has become an
accepted and regularly used tool in industry.

• Based on the reported cost of conducting an SPSM based
study (in a few studies), SPSM is not an inexpensive un-
dertaking. Furthermore, without first reporting the cost of
adopting SPSM we cannot have any discussion about the
cost of “not simulating” [9].

• There is no conclusive evidence to substantiate the claimed
benefits of SPSM for any of the proposed purposes. It has
been sufficiently argued and claimed in proof-of-concept
studies that different simulation approaches “can be” used
to simulate the software process in varying scopes and that
these models “can be” used for various purposes. How-
ever, the need now is to take the field one step further and

provide evidence of these claims by evaluating these re-
search proposals in the real-world. Therefore, while more
industry relevant empirical research in SPSM [48] should
be the direction, the goal should be to evaluate the useful-
ness of SPSM in practice.

In future work, based on our findings, it is important to eval-
uate simulation against the purposes (e.g. education and train-
ing, prediction), which has not been done so far. Future studies
should not focus on evaluating the ability of simulation to re-
produce reference behaviour, the fact that it is capable to do this
is well established in the literature.
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Appendix A. Quality Assessment and Model Validity Scores for Primary Studies

Table A.11: Rigor, Relevance and Model Validity Scores for the Primary
Studies

Reference Context
descrip-
tion

Study
design
descrip-
tion

Validity
discus-
sion

Subjects Scale Model
validity

[74] 0 0 0 0 0 0.5
[79] 0 0 0 0 0 0
[135] 0 0 0 0 0 0.5
[134] 0 0 0 0 0 0
[128] 0 0 0 0 0 0
[102] 0 0 0 0 0 1
[145] 0 0 0 0 0 0.5
[84] 0 0 0 0 0 0
[78] 0 0 0 0 0 0
[149] 0 0 0 0 0 0.5
[77] 0 0 0 0 0 0.5
[87] 0 0 0 0 0 0
[92] 0 0.5 0 0 0 1
[132] 0 0 0.5 0 0 0.5
[94] 0 0.5 0 0 0 0.5
[100] 0 0.5 0 0 0 0
[89] 0 0 0.5 0 0 0.5
[86] 0 0.5 0 0 0 0.5
[109] 0 0 0 0 1 0.5
[123] 0 0 0 0 1 0.5
[115] 0 0 0 0 1 0
[127] 0 0 0 0 1 0
[90] 0 0 0 0 1 0
[133] 0 0 0 0 1 1
[143] 0 0 0 0 1 0
[106] 0 0 0 0 1 0.5
[120] 0 0 0 0 1 0
[113] 0 0 0 0 1 1
[126] 0 0 0 0 1 0.5
[73] 0 0 0 0 1 1
[76] 0 0 0 0 1 0
[112] 0 0 0 0 1 0
[144] 0 0 0 0 1 1
[140] 0 0 0 0 1 0.5
[124] 0 0 0 0 1 0
[147] 0 0 0 0 1 0.5
[146] 0 0 0 0 1 0.5
[142] 0 0 0 0 1 1
[85] 0 0 0 0 1 0
[121] 0 0.5 0 0 1 1
[108] 0 0 0 0 1 0.5
[114] 0 0.5 0 0 1 0.5
[122] 0 0.5 0 0 1 1
[97] 0 0.5 0 0 1 1
[70] 0 0.5 0.5 0 1 0
[69] 0 0.5 0 0 1 0.5
[95] 0 0.5 0.5 0 1 1

Continued on next page
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Table A.11 – Continued from previous page
Reference Context

descrip-
tion

Study
design
descrip-
tion

Validity
discus-
sion

Subjects Scale Model
validity

[99] 0 0.5 0 0.5 1 0
[98] 0 0.5 0 0.5 1 0
[103] 0.5 0 0 0 0 0.5
[141] 0.5 0 0 0 0 0.5
[83] 0.5 0 0 0 0 0
[105] 0.5 0 0 0 0 0
[129] 0.5 0 0 0 0 1
[137] 0.5 0 0 0 0 0
[110] 0.5 0.5 0 0 0 0.5
[81] 0.5 0 0 0 1 0.5
[66] 0.5 0 0 0 1 0.5
[68] 0.5 0 0 0 1 0.5
[64] 0.5 0 0 0 1 0.5
[67] 0.5 0 0 0 1 0.5
[111] 0.5 0 0 0 1 0.5
[65] 0.5 0 0 0 1 0.5
[117] 0.5 0 0 0 1 0
[116] 0.5 0 0 0 1 0.5
[118] 0.5 0 0 0 1 0.5
[131] 0.5 0 0 0 1 0.5
[72] 0.5 0 0 0 1 0.5
[125] 0.5 0 0 0 1 0.5
[82] 0.5 0.5 0 0 1 1
[136] 0.5 0.5 0 0 1 0.5
[119] 0.5 0.5 0 0 1 0
[91] 0.5 0.5 0 0 1 0.5
[88] 0.5 0.5 0.5 0 1 0.5
[139] 0.5 1 0 0 1 0.5
[96] 0.5 0 0 1 1 0.5
[71] 0.5 0.5 0.5 1 1 0
[148] 0.5 0 0 0 0 0
[104] 0.5 0 0 0 1 0.5
[101] 1 0.5 0.5 0 0 0.5
[138] 1 0 0 0 1 0.5
[63] 1 0 0 0 1 0.5
[75] 1 0.5 0 0 1 0.5
[107] 1 0.5 0 0 1 1
[130] 1 0.5 0 0 1 1
[80] 1 0.5 0 0 1 1
[93] 1 1 0.5 0 1 0.5

20



Acknowledgment

The authors would like to thank Dietmar Pfahl who provided
us with the proceedings of ProSim conference from 2003-2005.
This work has been supported by ELLIIT, a Strategic Area
within IT and Mobile Communications, funded by the Swedish
Government.

References

[1] R. Ahmed, T. Hall, P. Wernick, S. Robinson, Evaluating a rapid sim-
ulation modelling process (RSMP) through controlled experiments, in:
Proceedings of the International Symposium on Empirical Software En-
gineering, Piscataway, NJ, USA, 2005.

[2] R. Ahmed, T. Hall, P. Wernick, A proposed framework for evaluating
software process simulation models, in: Proceedings of the International
Workshop on Software Process Simulation and Modeling (ProSim),
2003.

[3] R. Ahmed, T. Hall, P. Wernick, S. Robinson, M. Shah, Software process
simulation modelling: A survey of practice, Journal of Simulation 2 (2)
(2008) 91–102.

[4] N. b. Ali, K. Petersen, A consolidated process for software process sim-
ulation: State of the art and industry experience, in: Proceedings of the
38th IEEE EUROMICRO Conference on Software Engineering and Ad-
vanced Applications (SEAA), 2012, pp. 327–336.

[5] N. b. Ali, K. Petersen, C. Wohlin, Supporting information for the sys-
tematic literature review (2014).
URL http://www.bth.se/com/nal.nsf/pages/spsm

[6] X. Bai, H. Zhang, L. Huang, Empirical research in software process
modeling: A systematic literature review., in: International Symposium
on Empirical Software Engineering and Measurement ESEM, 2011, pp.
339–342.

[7] O. Balci, Guidelines for successful simluation studies, in: Proceedings
of the Winter Simulation Conference, IEEE Press, 1990, pp. 25–32.

[8] V. Basili, Quantitative evaluation of software methodology, in: Proceed-
ings of the First Pan Pacific Computer Conference, Melbourne, Aus-
tralia, 1985.

[9] T. Birkhölzer, Software process simulation is simulation too - what can
be learned from other domains of simulation?, in: Software and System
Process (ICSSP), 2012 International Conference on, 2012, pp. 223–225.
doi:10.1109/ICSSP.2012.6225972.

[10] Z. Car, B. Mikac, A method for modeling and evaluating software main-
tenance process performances, in: Proceedings of the Sixth European
Conference on Software Maintenance and Reengineering, 2002, pp. 15–
23.

[11] J. de Almeida Biolchini, P. Mian, A. Natali, T. Conte, G. Travassos,
Scientific research ontology to support systematic review in software
engineering, Advanced Engineering Informatics 21 (2) (2007) 133–151.

[12] F. Deissenboeck, M. Pizka, The economic impact of software process
variations, in: Proceedings of the 2007 international conference on Soft-
ware process, Springer-Verlag, 2007, pp. 259–271.

[13] T. Dybå, Contextualizing empirical evidence, IEEE Software 30 (1)
(2013) 81–83.

[14] S. Ferreira, J. Collofello, D. Shunk, G. Mackulak, P. Wolfe, Utilization
of process modeling and simulation in understanding the effects of re-
quirements volatility in software development, in: Proceedings of the
International Workshop on software process Simulation and Modeling
(ProSim), 2003.

[15] B. B. N. d. França, G. H. Travassos, Are we prepared for simulation
based studies in software engineering yet?, CLEI Electronic Journal
16 (1) (2013) 9–9.

[16] T. Gorschek, C. Wohlin, P. Garre, S. Larsson, A model for technology
transfer in practice, IEEE Software 23 (6) (2006) 88–95.

[17] D. Houston, Research and practice reciprocity in software process sim-
ulation, in: International Conference on Software and System Process
(ICSSP), IEEE, 2012, pp. 219–220.

[18] ISO/IEC, ISO/IEC 15504 information technology – process assessment
(parts 1–5) (2003–2006).

[19] M. Ivarsson, T. Gorschek, A method for evaluating rigor and industrial
relevance of technology evaluations, Empirical Software Engineering
16 (3) (2010) 365–395.

[20] M. I. Kellner, R. J. Madachy, D. M. Raffo, Software process simulation
modeling: Why? what? how?, Journal of Systems and Software 46
(1999) 91–105.

[21] K. S. Khan, G. ter Riet, J. Glanville, A. J. Sowden, J. Kleijnen, Under-
taking systematic reviews of research on effectiveness: CRD’s guidance
for carrying out or commissioning reviews, (2nd edition) Edition, Vol. 4,
NHS Centre for Reviews and Dissemination, University of York, 2001.

[22] B. Kitchenham, P. Brereton, D. Budgen, Mapping study completeness
and reliability - a case study, in: Proceedings of the 16th International
Conference on Evaluation Assessment in Software Engineering (EASE
2012), 2012, pp. 126–135.

[23] B. Kitchenham, P. Brereton, Z. Li, D. Budgen, A. Burn, Repeatabil-
ity of systematic literature reviews, in: Proceedings of the 15th Annual
Conference on Evaluation Assessment in Software Engineering (EASE),
2011, pp. 46–55.

[24] B. Kitchenham, S. Charters, Guidelines for performing systematic litera-
ture reviews in software engineering, Tech. Rep. EBSE 2007-001, Keele
University and Durham University Joint Report (2007).

[25] B. Kitchenham, What’s up with software metrics? - a preliminary map-
ping study, Journal of Systems and Software 83 (1) (2010) 37–51.

[26] S. Kusumoto, O. Mizuno, T. Kikuno, Y. Hirayama, Y. Takagi,
K. Sakamoto, A new software project simulator based on generalized
stochastic petri-net, in: Proceedings of the 19th International Confer-
ence on Software Engineering, ACM, 1997, pp. 293–302.

[27] A. M. Law, How to build valid and credible simulation models, Proceed-
ing of the 2001 Winter Simulation Conference (2001) 22–29.

[28] D. Liu, Q. Wang, J. Xiao, The role of software process simulation mod-
eling in software risk management: A systematic review, in: Proceed-
ings of the 3rd International Symposium on Empirical Software Engi-
neering and Measurement, IEEE Computer Society, 2009, pp. 302–311.

[29] J. Münch, Evolving process simulators by using validated learning, in:
2012 International Conference on Software and System Process (IC-
SSP), 2012, pp. 226–227.

[30] R. Madachy, Simulation, in: J. J. Marciniak (Ed.), Encyclopedia of Soft-
ware Engineering, John Wiley & Sons, Inc., Hoboken, NJ, USA, 2002.
doi:10.1002/0471028959.

[31] R. J. Madachy, System dynamics modeling of an inspection-based pro-
cess, in: Proceedings of the 18th International Conference on Software
Engineering, IEEE, 1996, pp. 376–386.

[32] R. J. Madachy, Software Process Dynamics, Wiley-IEEE Press, 2008.
[33] S. Mujtaba, R. Feldt, K. Petersen, Waste and lead time reduction in

a software product customization process with value stream maps, in:
Proceedings of the 21st Australian Software Engineering Conference
(ASWEC), 2010, pp. 139–148.

[34] S. H. Park, K. S. Choi, K. Yoon, D.-H. Bae, Deriving software pro-
cess simulation model from spem-based software process model, in:
Proceedings of the 14th Asia-Pacific Software Engineering Conference,
IEEE, 2007, pp. 382–389.

[35] S. Park, H. Kim, D. Kang, D.-H. Bae, Developing a simulation model us-
ing a spem-based process model and analytical models, in: Proceedings
of the 4th International Workshop CIAO! and 4th International Work-
shop EOMAS, Springer, 2008, pp. 164–178.

[36] K. Petersen, N. Ali, Identifying strategies for study selection in system-
atic reviews and maps, in: Proceedings of the International Symposium
on Empirical Software Engineering and Measurement (ESEM), IEEE,
2011, pp. 351–354.

[37] K. Petersen, C. Wohlin, Context in industrial software engineering re-
search, Proceedings of the 3rd International Symposium on Empirical
Software Engineering and Measurement (2009) 401–404.

[38] K. Petersen, R. Feldt, S. Mujtaba, M. Mattsson, Systematic mapping
studies in software engineering, Proceedings of the 12th International
Conference on Evaluation and Assessment in Software Engineering
(2008) 71–80.

[39] D. Pfahl, Process simulation–a tool for software project managers?, in:
G. Ruhe, C. Wohlin (Eds.), Software Project Management in a Changing
World, Springer, 2014.

[40] D. Raffo, Process simulation will soon come of age: Where’s the party?,
in: Software and System Process (ICSSP), 2012 International Confer-

21



ence on, 2012, pp. 231–231. doi:10.1109/ICSSP.2012.6225975.
[41] D. M. Raffo, R. Ferguson, S.-O. Setamanit, B. D. Sethanandha, Evaluat-

ing the impact of the quars requirements analysis tool using simulation,
in: Proceedings of the International Conference on Software Process,
ICSP’07, Springer-Verlag, Berlin, Heidelberg, 2007, pp. 307–319.

[42] M. Ruiz, I. Ramos, M. Toro, A dynamic integrated framework for soft-
ware process improvement, Software Quality Journal 10 (2) (2002) 181–
194.
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