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Abstract

Context: An evidence–based scientific discipline should produce, consume
and disseminate credible evidence. Unfortunately, mistakes are sometimes
made, resulting in the production, consumption and dissemination of invalid
or otherwise questionable evidence. In the worst cases, such questionable
evidence achieves the status of accepted knowledge. There is, therefore, the
need to ensure that producers and consumers seek to identify and rectify
such situations.
Objectives: To raise awareness of the negative impact of misinterpreting
evidence and of propagating that misinterpreted evidence, and to provide
guidance on how to improve on the type of issues identified.
Method: We use a case–based approach to present and analyse the produc-
tion, consumption and dissemination of evidence. The cases are based on
the literature and our professional experience. These cases illustrate a range
of challenges confronting evidence–based researchers as well as the conse-
quences to research when invalid evidence is not corrected in a timely way.
Results: We use the cases and the challenges to formulate a framework and
a set of recommendations to help the community in producing and consum-
ing credible evidence.
Conclusions: We encourage the community to collectively remain alert to
the emergence and dissemination of invalid, or otherwise questionable, evi-
dence, and to proactively seek to identify and rectify it.
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1. Introduction

An evidence–based scientific discipline should produce, consume and dis-
seminate credible evidence. This puts high requirements on authors, review-
ers, editors and readers to ensure that we, as a discipline, produce credible ev-
idence that others can build upon. Unfortunately, mistakes are unintention-
ally made by producers of evidence and, again unfortunately, peer–reviewers
and editors may not find these mistakes. Publications containing question-
able evidence are then disseminated into the public domain. Once in the
public domain, consumers of such evidence often reuse that evidence with-
out realising they are perpetuating questionable evidence. Like the proverbial
Pandora’s Box, the questionable evidence becomes extremely difficult to rec-
tify. So in addition to high requirements on producing credible evidence,
there are also high requirements on us to ensure we do not disseminate ques-
tionable evidence produced by others.

In this paper, we present and discuss cases from literature where the
evidence may be challenged, and then of the subsequent dissemination, of
evidence that was initially thought to be credible but subsequently shown to
be not as credible as originally accepted by the community. Identification
of problems based on analysis of cases have been published by others using
a similar approach, for example, problems relating to statistical analysis as
discussed by Kitchenham et al. [1] and [2], as well as Reyes et al. [3].

In using actual cases from research we inevitably identify individuals. We
emphasise that our focus here is only on the collective responsibility of the
community of producers and consumers to quality–assure that our evidence
is credible.

1.1. The users of evidence

The uses of evidence may be viewed from different perspectives and for
different roles. For this paper, we distinguish between the production and the
consumption of evidence, and between the researcher and the practitioner.
We summarise these distinctions in Table 1.

Given our focus in this paper on evidence–based research, we do not con-
sider in detail the practitioner as a producer of evidence. Where a person
working in industry produces evidence following a recognised research process
we classify those people as researchers according to Table 1. Practitioners
produce information that is used in subsequent research, e.g., documents that
are used in grey literature reviews (e.g., [4]), surveys (e.g., [5]), interviews
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(e.g., [6]), focus groups (e.g., [7]), and as data in other studies (e.g., [8]). In
these cases, the research papers are in most cases published by researchers
and hence this situation falls under the category of researchers as produc-
ers of the evidence, although the underlying information may come from
practitioners. Researchers are interested in the validity of the practitioners’
information and may also be interested in the way in which that information
was produced e.g., the practitioners’ experience. The validity of practition-
ers’ information, and the processes by which such information is produced,
are important issues for research to consider, however they lie beyond the
scope of the current paper.

Table 1: Perspectives: Producer/consumer and research/practitioner.
Roles Producer Consumer

Researcher Yes Yes
Practitioner N/A Yes

A researcher may be both a producer of evidence and a consumer of
evidence. In the former case, researchers conduct research and produce new
evidence. In the latter case, researchers build upon the work produced by
others and hence consume research evidence created by other researchers.

1.2. The nature of evidence

Evidence is an extremely difficult concept to properly define. As an exam-
ple, Schum [9] extensively reviewed a wide range of definitions of the concept
of evidence and concluded,“When all is said and done we may not be able
to define the word evidence so that everything acceptable in all recognised
disciplines is included and everything else is excluded. . . ”. Consequently, we
present our terminology and definitions later in this paper, briefly contrasting
them with prior work.

1.3. Aims, objectives and contributions

There are two aims to this paper: 1) to raise awareness of the negative
impact of misinterpreting evidence, either as the producer or as a consumer
of that evidence, and of consequently perpetuating that misinterpretation
through the producer publishing that evidence and consumers citing the re-
spective publication; and 2) to provide guidance to producers and to con-
sumers on how to reduce the misinterpretation of evidence.

To meet these aims, we formulate three objectives:
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1. To identify some of the challenges confronted by producers and con-
sumers when producing, consuming and disseminating evidence.

2. To identify some of the consequences that arise from the production,
consumption and dissemination of invalid or otherwise questionable
evidence.

3. To provide recommendations to the community on how to address some
of these challenges.

The paper contributes a terminology concerning credible evidence, and a
set of cases drawn from literature and from our own experiences. The cases
highlight some challenges in the production, consumption and dissemination
of credible evidence. To address the challenges, a framework for credible
evidence is put forward and a set of recommendations for the production,
consumption and dissemination of credible evidence are formulated.

1.4. Structure to the paper

The remainder of the paper is organised as follows. In Section 2, we
review previous research. Section 3 describes our research approach. In Sec-
tion 4, we provide the terminology and the definitions for the concepts used
for reasoning about the production and consumption of credible evidence.
These concepts provide a background for Section 5 where we present several
cases, some of them based on literature and some based on our experiences.
The cases in Section 5 highlight that there are challenges when producing
and consuming credible evidence. In Section 6, we present a framework for
credible evidence, together with a set of challenges and recommendations to
address these challenges. Section 7 outlines further directions for research
and provides a review of the objectives of the paper.

2. Related work

Software engineering researchers use a variety of words and phrases, such
as rigour and validity, to refer to credibility and to related concepts. We
briefly review relevant previous research in relation to concepts such as cred-
ibility, validity, rigour and relevance. We first concentrate on three papers:
Prechelt and Petre’s [10] discussion of credibility, Ivarsson and Gorschek’s
[11] development and application of a model for evaluating the rigor and
industrial relevance of technology evaluations in software engineering, and
Petersen and Gencel’s [12] discussion of worldviews in software engineering
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research. We then briefly review other research, and then summarise the
section. To follow-up on related work, we contrast the concepts presented
in the three papers by Prechelt and Petre [10], Ivarsson and Gorschek [11],
and Petersen and Gencel [12] respectively with our definitions of credible
evidence and its characteristics in Section 4.

2.1. Prechelt and Petre’s discussion of credibility

Prechelt and Petre [10] consider the concepts of credibility, validity, rel-
evance and fit–for–purpose. They define credibility as the degree to which
you are – or should be – willing to believe the evidence offered and the claims
made about it. They recognise validity as a part of credibility and define va-
lidity as the extent to which a study and the claims made from it accurately
represent the phenomenon of interest. Note that Prechelt and Petre use va-
lidity in relation to both the study, as a process of inquiry, and to the claims
arising from that study. In addition to validity, another part of credibility is
good reporting. A credible study therefore has both high validity and is well
reported.

Prechelt and Petre define relevance in terms of the degree to which you
are — or ought to be — interested in the evidence and claims. Prechelt
and Petre consider it helpful to distinguish credibility from relevance: a
relevant study may have limited validity, or poor reporting, and therefore
have limited credibility. For fit–for–purpose, Prechelt and Petre [10] assert
that different purposes require different standards of evidence, e.g., if you
are reviewing previous research to inform a decision you need to make, the
greater the impact or consequence of that decision, the more credible the
evidence should be to inform that decision.

Prechelt and Petre [10] review a number of research methods. For each
method they highlight a sample of credibility issues and relevance issues. In
presenting these issues, Prechelt and Petre are complementing the abstract
concepts of credibility and relevance with specific and tangible challenges
that relate to credibility and relevance. For example, Prechelt and Petre
identify issues, and therefore challenges, relating to subject bias and task
bias.

2.2. Ivarsson and Gorschek’s model for evaluating technology evaluations

Ivarsson and Gorschek [11] develop a model for evaluating the indus-
trial relevance and rigour of technology evaluations in software engineering.
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They define the rigour of an evaluation in terms of both how the evalua-
tion is performed and how it is reported. There are clear similarities with
Prechelt and Petre’s [10] work, but differences too. A feature of rigour is
that “. . . the methodology used should be carried out in accordance with
corresponding best practices . . . ”. In other words, Ivarsson and Gorschek
frame methodological rigour in terms of conformance to best practice for
that methodology. Ivarsson and Gorschek recognise validity as a component
of rigour. They write, for example, “The validity of the evaluation is dis-
cussed in detail where threats are described and measures to limit them are
detailed.” Again, we distinguish between the rigour of a process of inquiry —
or, in Ivarsson and Gorschek’s [11] study, an evaluation — and the validity
of the information consumed by or produced from that process of inquiry.

For Ivarsson and Gorschek [11], relevance refers to the potential impact
the research has on both academia and industry. Ivarsson and Gorschek dis-
tinguish academic relevance e.g., the ability to publish papers, and through
citations by other researchers – from industrial relevance e.g., the evalua-
tion’s value for practitioners seeking to adopt technologies.

Ivarsson and Gorschek [11] also recognise that the model they develop
does not consider if the study design is appropriate to address the research
questions. In other words, Ivarsson and Gorschek’s [11] model does not
consider whether the study design is fit–for–purpose.

2.3. Petersen and Gencel on worldviews

Petersen and Gencel [12] discuss the relationship between philosophical
worldviews, research methods, types of validity and threats to validity. Their
work is not explicitly concerned with credibility or with rigour, but the work
implicitly recognises that ‘weaknesses’ in the process of inquiry threaten the
validity of information produced by the inquiry. Petersen and Gencel [12]
highlight the challenges of defining validity, and therefore of defining credi-
bility, and also highlight the challenges of consistently evaluating the validity
of information, information that has been collected and analysed through a
variety of different research methods.

2.4. Other research

There are many existing papers that have examined a diverse range of
specific aspects related to evidence. For example, Lo et al. [13] report re-
sponses, from 512 employees, to a survey in which 3,000 Microsoft employees
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were asked to rate the relevance of 571 conference papers in software engi-
neering. Respondents were asked to rate the papers as Essential, Worthwhile,
Unimportant or Unwise. Lo et al.’s [13] study provides a normative result,
i.e., examining the degree to which practitioners rated papers as relevant,
in contrast to investigating the factors that improve the relevance of a pa-
per. The Lo et al. paper is focused on industrial relevance, or possibly even
fit-for-purpose since the study is done with employees from one company.

Zhang et al. [14] investigate an approach for more effectively search-
ing for and selecting the more relevant papers for a systematic literature
review. Given the focus on identifying papers for a systematic literature re-
view, Zhang et al ’s. [14] paper is primarily targeting academic relevance.
Kitchenham et al. [15] provide advice on the use of statistical methods in
empirical software engineering. In terms of our model in Figure 1, Kitchen-
ham et al.’s paper may be understood as seeking to improve the rigour of
data analyses so as to improve the validity of the results from that analyses.

Liebchen and Shepperd (first in [16] and then with a follow–up study in
[17]) examine the degree to which researchers evaluate the quality of the data
they used (or reused from others), and the techniques that researchers used
to undertake that evaluation and to address (e.g. repair) data quality issues.
In terms of our model, Liebchen and Shepperd’s work concerns both valid-
ity of information and rigour of the processes for improving the validity of
information. In their first paper [16], they defined quality in terms of accu-
racy of data. They recognise that there were other dimensions to quality e.g.
timeliness of data, completeness of data, and fit–for–purpose. Liebchen and
Shepperd also recognised the importance of meta information for describing
the (perceived) quality of the dataset. In the second of their two papers,
Liebchen and Shepperd [17] argued for data quality protocols, in particular
the value of such protocols for understanding the impact of pre-processing.

2.5. Summary

We have reviewed previous research, concentrating in particular on three
studies, and complementing that concentrated focus with a brief and broad
recognition of a range of other related research. Clearly there are differences
between researchers in the definitions of concepts and in the relationship
between several concepts. In the next section, we describe the terminology
and definitions we use in relation to credible evidence, and contrast those
with the terminology, definitions and models of selected previous research.
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3. Research approach

In this section we briefly describe the research approach we used in our
analyses.

The research approach we take for our paper is similar in concept to the
analytical approach advocated by Yin [18] for case study research, i.e., we do
not seek a statistical analyses of a sample (it is, for example, not clear upfront
what a meaningful sample would be) but instead analyse ‘cases’ in relation
to a theoretical position. We emphasise that we are not undertaking a case
study in the formal way defined by Yin [18] or by Runeson and Höst [19].
This is because we do not have empirical cases of contemporary phenomena
in their real–world context. The approach we take has been successfully
used by others in previous research, e.g., MacDonell et al. [20], Jørgensen
and Kitchenham [21] and Kitchenham et al. [1].

To identify cases, we began with a ‘seed case’ that was well–known to
the first author of the current paper. This case is henceforth referred to
as our primary case. This case was first identified when he attended the
International Software Metrics Symposium (ISMS) in 1997. One of the pa-
pers presented at ISMS highlighted a problem with relating module size and
defect density, since they are coupled mathematically due to defect density
being equal to the number of defects divided by size. The problem was il-
lustrated with an empirical example taken from a paper published 13 years
earlier, in 1984, and written by a pioneer of empirical software engineering.
The first author of the current paper has used this problem and empirical
example with his students, for more than 20 years, to help demonstrate the
challenges of empirical research.

More recently, in 2017, the first author analysed citations to the two pa-
pers (i.e., to the paper with the empirical example from 1984, and to the
ISMS paper from 1997 that highlighted the problem with the empirical ex-
ample) comparing the history of citations for each paper. The first author
did this to understand whether and how the problem of relating module size
and defect density affected subsequent research. The first author effectively
conducted a forward snowballing [22] of citations. This forward snowballing
identified two additional concerns and these became our second and third
cases, henceforth referred to as our secondary cases. The first problem is
concerned with a paper by Hatton [23], where he states that smaller compo-
nents are proportionally more unreliable. However, the article by Basili and
Perricone [24] does not discuss reliability, and defect density is not the same
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as reliability. Second, the citation analysis resulted in identifying a series of
papers, where the authors have missed the opportunity to clearly express the
synthesised learning from the series of studies.

The primary case and the two secondary cases arising directly from the
primary case are discussed in Sections 5.1–5.2. Further details of the analysis
related to the primary case are reported in Appendix A.

Having found two new concerns in the analysis, the two authors of the
current paper discussed other cases known to them through the academic and
grey literature, and from working with industry. These discussions identified
five additional cases. These subsequent cases, identified through discussion
of the literature and of industrial collaborations, are presented in Section 5.3.

Taken together, our collection of cases illustrates some of the challenges
with producing credible evidence, challenges that we believe should be com-
municated to people who intend to consume that (hopefully credible) evi-
dence.

Given the identification of concerns related to credible evidence, we de-
fined a terminology and reference model for credible evidence. We did this
to ensure a common vocabulary and understanding, both between the au-
thors and for the potential reader. The terminology and reference model
are presented in Section 4 and are based on our review of previous work,
which is presented in Section 2. Based on the cases discussed in Section 5,
we developed a framework to be used by producers and consumers of cred-
ible evidence. This is presented in Section 6.1. Furthermore, to increase
both the ability to produce and to consume credible evidence, we developed
recommendations. These are presented in Sections 6.2–6.4.

4. Terminology and definitions

We recognised in Section 1 that the concept of evidence is extremely
difficult to define. Related concepts, such as validity, relevance and rigour,
are also difficult to define. Because concepts are difficult to define, with
no agreed definitions in software engineering, we opt for simplicity and use
definitions from the Oxford Dictionary [25]. Our terminology is explained
below and the relations between concepts are illustrated in Figure 1.

We consider that both producers and consumers of evidence should be
concerned with the validity of information, the rigour of the process and the
relevance of information and process. The degree of attention that producers
and consumers direct to validity, rigour and relevance will likely vary. A
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producer of evidence is likely to direct more attention at validity and rigour,
whilst a consumer of evidence is likely to direct more attention at the rele-
vance of evidence to their particular purpose.

4.1. Definitions and a reference model

Researchers make observations in research studies, transform those into
results, and then interpret those results. The word observation is used here in
the general sense for something that has been noticed in any research study.
Observations, results and interpretations are all information.

We define evidence as “The available body of facts or information in-
dicating whether a belief or proposition is true or valid.” ([25]; emphasis
added here). Information takes the status of evidence when a producer or
consumer chooses to use that information to support (or negate) a belief or
proposition. The producer or consumer has the responsibility to check that
it is reasonable to use the information to support (or negate) a proposition.

Credibility is treated as an aspect of quality (we use quality here to
mean degree of excellence), while credible refers to something being pos-
sible to trust, believe or rely upon. We use the phrase credible evidence
as a way to capture the quality of evidence. Information therefore attains
the status of credible evidence when we are able to trust that evidence. For
an evidence–based discipline such as software engineering, credible evidence
ought to be one of the main research outputs, with an appropriate balance
made between the two main characteristics of such output, validity and rel-
evance. The balance between validity and relevance needs to be addressed
in each individual case depending on the objective of the research. Credible
evidence is therefore an overarching quality aspect of the output of research
and it is built up from a combination of validity and relevance, as illustrated
in Figure 1 with the solid lines.

Validity is concerned with the information being logically and factu-
ally sound. By contrast, relevance is concerned with the information be-
ing useful for a target group, for example, other researchers or practition-
ers. Moreover, information may be relevant for a general target group such
as practitioners, although not relevant for a specific case. Hence, it may
not be fit–for–purpose in a particular situation, although generally rele-
vant for the target group. Because of the significance of fit–for–purpose,
we explicitly recognise it as a sub–characteristic in Figure 1. Validity also
has sub–characteristics, such as reliability. Unlike fit–for–purpose, the sub–
characteristics of validity are not significant for our discussion. We therefore
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Figure 1: Terminology for different characteristics of quality of evidence.

do not report these sub–characteristics in Figure 1 so as to remain focused
on the overarching quality characteristic.

Rigour is concerned with thoroughness and carefulness of the process,
i.e., that research is conducted in a rigorous way, e.g., following available
research guidelines. Thus, rigour may be used as a direct indicator of validity,
and hence as an indirect indicator of credible evidence.

In Figure 1, we use a dotted line to indicate that rigour has a different kind
of relationship amongst the concepts. Rigour includes both the appropriate
choice of research process and the appropriate application of that process.
Thus, rigour supports validity in terms of the conduct of research. Rigour
also has sub–characteristics, such as replicability. Again we do not present
those sub–characteristics in the model in Figure 1 as they are not significant
to our discussion.

We recognise that the terminology in Figure 1 will most likely be inter-
preted differently when viewed from the different perspectives presented in
Table 1, and also that different individuals may have different opinions even
when taking the same perspective. Thus, for example, something that is cred-
ible evidence for one person may not be credible for someone else; it depends
on different perspectives, for example, those of the researcher in contrast to
those of a practitioner. Furthermore, different individuals may have different
opinions on what constitutes credible evidence given their context, knowl-
edge and experience. The same reasoning holds for the other characteristics
in Figure 1.
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4.2. Further comments on the definitions

4.2.1. Accumulation of evidence

An individual primary study typically produces a ‘piece’ of evidence.
‘Pieces’ of evidence from different primary studies may each be credible but
will likely vary in their rigour, validity and relevance. In particular, a primary
study may have no direct relevance to software engineering practice but may
still be relevant in the sense that the evidence is relevant for research. (A
primary study that has no relevance to research or to practice would likely
be at best classified as irrelevant research.)

As pieces of evidence are properly aggregated, for example with secondary
studies, so the research community can begin to accumulate credible evidence
(or more strictly, increasingly credible evidence). The proper aggregation of
evidence would ideally lead to a body of evidence that has higher validity and
is more relevant, i.e., more credible evidence that is also useful to software
practice. To move from individual primary studies generating ‘pieces’ of
credible evidence to a body of knowledge is one of the overall objectives of
evidence–based software engineering research.

4.2.2. Responsibilities of producers and consumers

We argue that both the producer and the consumer have the responsibil-
ity to check that evidence is credible evidence. Our belief is a prescriptive
belief rather than a normative belief. Ideally, a producer of information
should argue for why that information would constitute credible evidence,
e.g., the information has higher validity (because it has been collected and
transformed in a sufficiently rigorous way, and it is interpreted as being possi-
ble to trust) and it is sufficiently relevant (because that information increases
or reduces our belief in some aspect of the world of interest to us). In reality,
however, the processes for collecting, analysing and interpreting such infor-
mation may be faulty, and the arguments themselves may be incomplete or
faulty. Similarly, the consumer should also ideally (but may not) argue for
why the information is credible evidence. In reality, the consumer may often
simply accept that information as credible evidence, because the consumer
accepts that information to have been rigorously produced by the producer
and because the consumer considers the information to be sufficiently rele-
vant to their interest. In reality, a particular person may be both a producer
and a consumer, e.g., a researcher both consumes information produced by
researchers in previous studies whilst also producing new information as part
of her or his new research study.
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4.3. Relating our definitions to previous research

Like Prechelt and Petre’s paper [10] (see Section 2.1) we recognise the
importance of credibility, however we focus on credible evidence and we re-
late the characteristics of validity and relevance in a way different to the
relationships described in the Prechelt and Petre paper.

With our definitions, credible evidence has two main characteristics, va-
lidity and relevance. We treat rigour as an indicator of validity, and hence
indirectly related to credible evidence. Thus, we distinguish between the
degree of validity of information and the rigour of the correct process for
the research to be conducted. For example, Prechelt and Petre [10] write,
“Credibility requires a study to embody not just high validity but also good
reporting . . . ” (emphasis in original). We argue that a study, as a process of
inquiry, should be evaluated for its rigour, with the information (evidence)
used by or produced from the study being evaluated for its validity. And
both the process of inquiry and the information used in, or produced from,
the inquiry should be properly reported.

Like Ivarsson and Gorschek [11] (see Section 2.2), we recognise rela-
tionships between rigour, validity, relevance and fit–for–purpose, although
(again) we relate these concepts in a way different to the relationships spec-
ified by Ivarsson and Gorschek. For example, we do not subsume validity
within rigour, and we recognise the concept of credible evidence. Also, Ivars-
son and Gorschek’s study is focused particularly on technology evaluations
and industry relevance, whereas our work is intended to have a more general
application.

Finally, Petersen and Gencel [12] (see Section 2.3 for our brief review)
discuss the relationship between philosophical worldviews, research meth-
ods, types of validity and threats to validity. We do not explicitly consider
worldviews in our definition on credible evidence.

4.4. Summary

In summary, rigour concerns the conduct of the research, while valid-
ity and relevance concern the evidence output from the research. Evidence
may have higher validity but not be relevant, or evidence may have higher
validity and be relevant but not be fit–for–purpose. Credible evidence is
evidence with higher validity which is relevant and which may – depending
on the context – be fit–for–purpose. Producers and consumers have the re-
sponsibility to ensure, and assure, that they are producing and consuming
credible evidence, i.e., they are conducting their own research rigorously (e.g.,
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by carefully conducting and reporting the research process), are producing
credible evidence, are aggregating others’ research carefully, and are applying
evidence in a relevant way.

5. Credible evidence and challenges

In this section, we discuss our primary case and our two secondary cases
of published research to illustrate challenges with producing, consuming and
disseminating credible evidence. We briefly complement our three cases with
five other cases to demonstrate that the primary and secondary cases are
not unique in the literature. Our research approach has been summarised in
Section 3.

For each case, we map the case to concepts introduced elsewhere in
this paper. First, using Table 2, the cases are mapped to the perspec-
tives of Researcher–as–Producer (RaP), Researcher–as–Consumer (RaC) and
Practitioner–as–Consumer (PaC), as introduced in Section 1.1. Then, also
using Table 2, the cases are mapped to two characteristics of credible evi-
dence, i.e. validity and relevance, as illustrated in Figure 1. Finally, using
Table 3, each case and its challenges are mapped to the recommendations we
present in the different subsections of Section 6.

Table 2: Descriptive summary of cases.
# § Cases RaP RaC PaC Validity Relevance

1 5.1
The misinterpretation of data by
producers, and its subsequent
dissemination

X x X

2 5.2.1
The misinterpretation of evidence
by consumers

x X X x

3 5.2.2
Issues in presenting evidence
across multiple publications

X x x x

4 5.3.1
Further producer risks for
misinterpretations

X x X

5 5.3.2
Further consumer risks for
misinterpretations

x X X x

6 5.3.3 Vested interest X x X

7 5.3.4
Concerns regarding
fit–for–purpose of evidence:
context and ageing

X X

8 5.3.5 Claims make it into evidence x X X

Notes:
“X” denotes primary perspective discussed in the case.
“x” denotes supplementary perspective discussed in the case.
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Table 3: Areas of challenges, cases and challenges.

Areas of
challenges

§ Cases § Challenges

Researchers as
producers

5.1
The misinterpretation of data
by producers, and its
subsequent dissemination

6.2.1 Conducting studies

5.3.1
Further producer risks for
misinterpretations

5.2.2
Issues in presenting evidence
across multiple publications

6.2.2
Managing a series of
studies

5.3.3 Vested interest 6.2.3 Addressing vested interest
Researchers as
consumers

5.2.1
The misinterpretation of
evidence by consumers

6.3.1 Citing evidence

5.3.2
Further consumer risks for
misinterpretations

Practitioners as
consumers

5.3.4
Concerns regarding
fit–for–purpose of evidence:
context and ageing

6.4.1 Using evidence in practice

5.3.5 Claims make it into evidence 6.4.2
Avoiding making claims
into evidence

5.1. Primary case – Misinterpretation of data and dissemination

5.1.1. Introduction to the case

As mentioned in Section 3, our first case concerns the misinterpretation
of a table of data that relates module size and module defect density. The
paper reporting and misinterpreting this table of data is the Basili and Per-
ricone [24] paper published in 1984. For convenience, the table of data is
reproduced here in Table 4. The paper that first explicitly identified and
discussed the misinterpretation in the Basili and Perricone paper was the
paper by Rosenberg [26], published 13 years later in 1997. There is a paper
by Shepperd [27], published in 1988, that expresses concerns about the rela-
tionship, however Shepperd’s paper does not explicitly identify the problem
subsequently identified by Rosenberg. We consider Shepperd’s paper later in
our discussion.

Table 4: Defects / 1000 Executable lines (from [24])

.

Module size Defects / 1000 lines

50 16
100 12.6
150 12.4
200 7.6

> 200 6.4
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The issue that interests us here, and which was identified and described by
Rosenberg [26], concerns Basili and Perricone’s [24] conclusion that smaller
modules have higher defect densities than larger modules. The ‘root’ problem
identified by Rosenberg is that this relationship is due to the mathematical
coupling between module size and defect density. This is because both mod-
ule size and module defect density are derived from lines of code: module
size is calculated in terms of the number of lines of code and module defect
density is calculated in terms of the number of defects divided by the number
lines of code. Thus, as long as the number of lines of code increases faster
than the number of defects increase, the relationship will continue to be of
the form y = 1/x. Hence, the relationship identified by Basili and Perricone
[24] is actually explained by mathematical coupling, i.e. the collinearity be-
tween the variables. The advice provided by Rosenberg [26] is that “. . . a
compound metric should never be related to any other metric with which it
shares a component”. Basili and Perricone’s misinterpretation of data led
to their invalid conclusion, and therefore the invalid evidence that smaller
modules have higher defect densities than larger modules. This misinter-
pretation was presumably also not identified during the peer–review process
prior to the paper’s publication. In fact, the authors explicitly acknowledge
this surprising result in their paper and the editor alludes to this surprising
result in a brief editorial comment that accompanies the paper.

The problem of collinearity exists in other types of software engineering
studies too. An illustrative example is when productivity is compared with
the size of the input. This is problematic since productivity itself is defined
as the size of the output divided by the size of the input. Thus, productivity
is a compound metric, and it should not be related to size of the input. This
problem is pointed out in several papers, for example, by Jørgensen and
Kitchenham [21], and in the book by Bossavit [28].

5.1.2. Citation analysis

As briefly discussed earlier, to examine the dissemination of the invalid
conclusion in the Basili and Perricone paper [24], and therefore the impact
of invalid evidence, the first author conducted a citation analysis of both the
Basili and Perricone paper and the Rosenberg paper. The details of that
analysis are presented in Appendix A. Here, in the main paper, we focus on
the results of that analysis.

Table 5, reproduced from the table in Appendix A for ease of reference,
presents the results of the analysis. As explained in Appendix A, 126 pub-
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Table 5: Number of citations to the papers by Basili and Perricone, and by Rosenberg.

Basili & Perricone [24] Rosenberg [26]

Citations 1984–1997 1998–2016 1998–2016

Total 8058 (21) 12029 (50) 3984 (55)

Positive 832 (4) 4119 (11) 45 (2)

Negative 0 (0) 74 (1) 3095 (21)

Vague 197 (1) 1273 (3) 0 (0)

Note: The number of papers generating citations are shown

within parenthesis.

lications citing the Basili and Perricone paper and/or the Rosenberg paper
were selected and classified. The citing publications were classified according
to four categories (the four rows in Table 5): the total number of citations,
the number of citing publications being ‘positive’ to the relationship (e.g.,
the paper argued that it corroborated in some way the Basili and Perricone
conclusion), the number of citing publications being ‘negative’ to the rela-
tionship (e.g., the paper argued that the Basili and Perricone conclusion was
invalid), and the number of citing publications being ‘ambivalent’ to the re-
lationship (e.g., the paper expresses concern about the Basili and Perricone
conclusion but does not reject the relationship outright).

For each cell in Table 5, the cell includes both the number of citations
and the number of citing publications responsible for these citations (shown
in parenthesis after the number of citations). For example, the 21 papers
investigated in the first interval are themselves cited in total 8058 times.

As the table indicates, this analysis was performed for two time intervals:
the period between the publication of Basili and Perricone’s paper in 1984
and the publication of Rosenberg’s paper in 1997, and the period between the
year after the publication of Rosenberg’s paper and the year prior to when
our citation analysis was conducted. Both time intervals are considered for
the classification so as to ensure the fair treatment of citing publications to
the two papers. The sum of citing publications and citations in rows 2–4 is
not equal to the first row, because the two source papers can be cited for
reasons other than the relationship between module size and module defect
density. Our concern here is only with publications that cite the relationship
observed by Basili and Perricone.
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5.1.3. Interpretation of the citation analysis

Table 5 shows that Basili and Perricone’s paper, and in particular their
evidence about the relationship between size and defect density, motivated
considerable further research, and shows that researchers continued to ac-
cept the invalid conclusion (as credible evidence) even after Rosenberg’s [26]
paper. Researchers presumed, and searched for, an optimal module size, re-
ferred to as the Goldilocks Principle by Compton and Whitrow [29]. Two
particularly relevant cases are, first, Hatton’s [23] use of the relationship to
support claims about software reliability; and second, Ostrand et al.’s series
of papers [30, 31, 32, 33, 34, 35, 36] synthesising evidence across multiple pa-
pers and studies. We explicitly consider these two cases in the next subsection
of our paper. Both cases highlight additional challenges to the production
and consumption of credible evidence.

Returning to Table 5, the table shows that no publication is critical of
the evidence in Basili and Perricone’s paper before the paper by Rosenberg.
As noted earlier, there is one publication that appears to be unsatisfied with
the Basili and Perricone evidence. The ‘unsatisfied publication’ is a paper
by Shepperd, published in 1988 [27], and indicated by the entry of ‘(1)’ in
the ‘vague’ category of Table 5, for the time interval 1984–1997. Shepperd
writes, “. . . there is disagreement as to whether error density is an appropri-
ate means of size normalisation since module size and error density do not
appear to be independent.” Note that Shepperd’s paper was published four
years after the Basili and Perricone paper and almost 10 years before the
Rosenberg paper. Shepperd’s paper provides for a counter–factual, what–if
scenario: what if Shepperd’s paper had been able to explicitly raise the con-
cerns that Rosenberg’ paper subsequently raised — might that have ‘saved’
the community 10 years of misinterpreted research effort, the proliferation
of invalid evidence, and a multitude of misplaced citations? Our what–if
scenario is intended to emphasise an important function of evidence–based
research: to challenge accepted evidence.

Table 5 also shows that, when comparing citations to the two source
papers, the number of citations to the Basili and Perricone paper are sub-
stantially higher. The average number of citations to publications citing the
Basili and Perricone paper in the second interval (1998–2016) is more than
three times as high as those citing the Rosenberg paper (cf. 12029/50 and
3*3984/55).

Moreover, eleven highly cited papers write positively about the evidence
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reported by Basili and Perricone after the paper by Rosenberg has been pub-
lished. This may be a consequence of the abundance of publications, which
makes it hard to find the ‘right’ paper. But, in any case, the propagation of
the problematic evidence continues. Furthermore, two papers — one by Sten-
srud et al. [37], the other by Koru and El Emam [38] — although not highly
cited, discuss Rosenberg’s observation in such a way that the discussion may
be interpreted as disagreeing with Rosenberg. Stensrud et al. [37] question
the generalisability of Rosenberg’s observation in the context of Magnitude
of Relative Error (often denoted MRE), although they quote Rosenberg’s
remark that his observation requires that defects do not grow more than lin-
early with the number of lines of code, which at face value sounds reasonable.
Koru and El Emam [38] refer to the paper by Basili and Perricone [24] and
their speculation that the findings may be a consequence related to interface
defects. The speculation is inline with the finding presented by Koru and
El Emam [38], i.e. that smaller modules have proportionally higher cou-
pling. They state that the speculation by Basili and Perricone is plausible
given their observation concerning coupling. As discussed below, Koru and
El Emam [39] have also authored a paper highlighting the concerns raised by
Rosenburg, although the paper is published one year earlier than the paper
discussed here.

The encouraging news is that a number of papers highlight the concerns
raised by Rosenberg and these papers are themselves reasonably well–cited.

Finally, it is worth noting that only four of the investigated publications
cite both source papers, i.e., [40, 41, 42, 39]. The ways in which these four
publications address the contradiction between the Basili and Perricone con-
clusions and the Rosenberg arguments are quite different. Fenton and Neil
[40] present the evidence in Basili and Perricone’s paper as an observation,
and the discussion about Rosenberg is primarily related to collinearity. The
contradiction between the two papers is noted, but not really highlighted.
El Emam et al. [41] report on the evidence by Basili and Perricone, point
to correlation being difficult, and refer to other papers. They are not very
explicit about the potential issue. Andersson and Runeson [42] state that
Rosenberg questions the validity of comparing size and defect density, but
the contradiction between the papers is not highlighted. Finally, Koru et al.
[39] are very clear about the mathematical coupling pointed out by Rosenberg
explicitly recognising this in the abstract of their paper and demonstrating
it in the body of the paper.
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5.1.4. Summary

To summarise the above:

1. Researchers unintentionally misinterpreted their data, derived an in-
valid conclusion from that misinterpretation, and subsequently pub-
lished invalid evidence.

2. The researchers’ misinterpretation was presumably not identified dur-
ing the peer–review process.

3. The invalid conclusion (though not realised at the time, of course)
motivated considerable subsequent research for many years.

4. Even when the conclusion was demonstrated to be invalid, researchers
continued to cite the evidence.

Setting aside the mathematical coupling, the outcome that smaller mod-
ules have lower defect density is hard to explain from a software develop-
ment perspective. Software design principles prescribe that software engi-
neers should divide software into smaller logical components and to not write
one large piece of software. The conclusions from the Basili and Perricone
paper [24] seem to contradict software design principles, e.g., the divide–
and–conquer strategy. Thus, when finding results that are perceived to be
counter–intuitive, it is essential to challenge those results and to try to un-
derstand the reasons behind the findings. Many studies have shown that size
is strongly correlated with most measures used to predict defects, and hence
it would be counter–intuitive if it was actually true that smaller components
have proportionally more defects. When observing results that are counter–
intuitive, we should be very cautious. The reasoning above illustrates how
results may be interpreted wrongly, and hence that there is the need for extra
care with counter–intuitive results.

5.2. Secondary cases – Consistent presentation of evidence

5.2.1. The misinterpretation of evidence by consumers

In the previous section, we discussed the misinterpretation of data by
evidence–producers, leading to invalid evidence. Whilst as researchers we
produce our own evidence, we also cite the research and evidence of others,
and in so doing we can unintentionally misinterpret others’ evidence. When
analysing the citations to the paper by Basili and Perricone [24], we identi-
fied a separate issue concerning the interpretation of Basili and Perricone’s
evidence.
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In the paper by Basili and Perricone [24], the authors study defect den-
sity. They do not make any statements about reliability. It is therefore
unfortunate when the evidence in the Basili and Perricone paper (despite
its other problems) is then misapplied when being cited. An example of
this misapplication can be found in a paper by Hatton [23], who writes:
“Their most important conclusion was, once again, that small components
were proportionately more unreliable than the larger components ...”. The
relationship between module size and module defect density has now been
(mis)interpreted as evidence for a relationship between module size and reli-
ability. Furthermore, given the wide dissemination of the original evidence,
there is the risk that the new meaning could also be widely promulgated,
i.e. a relationship between module size and reliability. In our experience, the
risk comes from our observation that citations have a tendency to generate
further citations, since each citation helps make a paper more visible to the
community.

Overall, the case illustrates the challenge to the consumer of evidence –
and also the responsibility on the consumer of evidence – to interpret other’s
evidence correctly.

5.2.2. Presenting evidence consistently across multiple publications

Authors sometimes produce a series of papers that are closely related to
each other, e.g., a series of papers that analyse defect data, but use different
analyses techniques, or different releases of the software, or different subsets
of releases of a system. Such series of papers may be highly valuable, e.g.,
because they can accumulate evidence. But it is crucial that the reader, as
a consumer of that evidence, is able to understand the relationships between
the papers in the series, so that they can make proper use of the evidence
produced from the studies reported in the papers. Where the series of papers,
and their respective studies and evidence, are not properly explained, the
consumer may not be able to properly interpret the evidence. In the worst
case, it may not even be possible to determine that the same system has been
studied. This limits the value of the evidence presented in the papers.

When analysing the Basili and Perricone [24], and the Rosenberg [26]
papers in Section 5.1, we identified a series of papers by Ostrand, Weyuker
and Bell [30, 31, 32, 33, 34, 35, 36] (Bell is not a co–author of [30]). This
series of seven papers is interesting because it illustrates the challenges of
presenting evidence across a series of papers.

Six of the Ostrand et al. papers refer, in general terms only, to the

21



Basili and Perricone [24] paper, whilst only one paper [30] – the first paper,
published in 2002 –has a more specific reference to the Basili and Perricone
[24] paper. That one paper [30] reports that its findings support the results
of Basili and Perricone concerning the relationship between module size and
defect density.

The seven papers were all published after Rosenberg’s paper, during the
period 2002 – 2008, yet none of the papers cite Rosenberg’s paper and all
seven papers cite the Basili and Perricone paper. Our focus for this case is
not on the lack of citation to Rosenberg’s [26] paper, or on the visibility of the
Basili and Perricone paper [24] through the citations (though the latter may
indirectly contribute to making the conclusions in the Basili and Perricone
paper more visible). The focus here is on the way in which new evidence
produced across the seven papers is presented.

Table 6 presents a summary of the systems studied in each paper. Table
7 presents a summary of the relationships between the seven papers. The ev-
idence in each paper is clearly presented. However, it is difficult to synthesise
the evidence across the seven papers, which means that the value of having
a series of closely–related papers is not exploited to the extent possible (and
even more useful for the readers).

Table 6: Summary of the seven papers by Ostrand, Weyuker and Bell.
Paper Ref Date S1R S2R S3M S4R

1 [30] 2002 13
2 [31] 2004 17 9
3 [32] 2005 17 9
4 [33] 2006 18M
5 [34] 2007 17 9 24M
6 [35] 2007 35
7 [36] 2008 17 9 24M 35

A brief description of the systems (as interpreted by the current authors:
S1: Inventory system.
S2: Provisioning system.
S3: Voice response system.
S4: Maintenance support system.
In the column headings, R refers to releases and M refers to months.
Paper 7 presents Systems S1, S2, S3 and S4 as described in papers 5 and 6.

The seven papers are clearly related to each other and the authors seem
to mostly refer to the papers as one would expect. Not all papers have the
same research questions which, again, is as one would expect: different papers
would typically be motivated by different research questions.

But given the overlap in systems and releases, and given the differences
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Table 7: Relationships of seven papers by Ostrand, Weyuker and Bell.
Paper Ref Citations and relationships

1 [30] is the first paper in the series, presenting information on 13 releases of a
system, S1.

2 [31] refers to Paper #1 and explicitly states that it is the same system (S1). Paper
#2 refers to 12 releases in Paper #1, but Paper #1 includes 13 releases.

3 [32] seems to be a journal extension of Paper #2, including S1 and S2, but does
not cite Paper #2. Paper #3 again (incorrectly) refers to 12 releases in Paper
#1.

4 [33] presents the study of a new system, S3, and adds developer information. The
paper refers to previous work, primarily Paper #2 and Paper #3, but also
includes a general reference to Paper #1.

5 [34] is focused on comparison of results between systems. The paper includes the
two systems, S1 & S2, from Papers #1–3. Furthermore, it includes the system
reported in Paper #4 with additional development, i.e., 24 months instead of
18 months. Paper #5 includes references to Papers #1–4.

6 [35] presents a study of a new system, S4, and reports a high level comparison
with Systems S1–S3. Paper #6 includes references to Papers #1–4.

7 [36] presents and investigates developer information in detail for S4. In particular,
the paper adds the number of developers to the models built in the authors’
previous research, and performs an analysis for S4. Paper #7 refers to Papers
#1, #3 and #4. Paper #2 is listed in the reference list of Paper #7, but it
is not referenced in the paper.

in research questions, it becomes quite difficult to determine new evidence,
to distinguish new from existing evidence and, in general, to distil the evi-
dence. There is (or appears to be) nothing formally wrong with the papers,
however as one example it would be helpful if a paper was clear whether it
was an extension of a previous paper, so that the reader as a consumer of
evidence can better understand the status of the evidence. The importance
of clarifying the relationship between papers is apparent for [31] and [32] (see
papers 2 and 3 in Table 7).

When analysing the references between the papers in more detail, we
found the following. References are mostly used to motivate the current
paper and to highlight differences between the investigations. Furthermore,
many references relate to findings, systems, and methodology in the other
papers, for example, “. . . preliminary findings can be found in reference N”.

Of most relevance to the current discussion are references to previous
observations. Unfortunately few examples are present in the set of seven
papers. References often relate to specific systems but insufficient details
are provided about the systems to promote a general understanding of the
reasons for different or similar findings. Instead, results are sometimes con-
trasted at a general level. Most significantly, the results from the different
papers are not synthesised, i.e. there is no building of new knowledge as the
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series of papers progresses. Thus, the issue here is primarily a presentation
concern, and at the end an unrealised opportunity for the authors to present
even more valuable results to the consumers of the research.

Overall, this case illustrates the challenge of carefully distinguishing ev-
idence, and then of the need to synthesise evidence, as one conducts more
studies in a series, for example, studies that concern similar research ques-
tions for different systems and releases. Phrased another way, each paper
provides a piece or pieces of evidence, but these pieces are not then aggre-
gated into a body of more credible evidence.

The challenge of synthesising evidence across a series of papers is closely
related to the challenge of the reappearance of data. In many situations, the
same data is the basis for more than one paper, and hence it is essential that
it is clear to the reader as the consumer of evidence that it is the same data;
or where there are differences in the data, these differences are described and
explained.

The challenge of the reappearance of data has become more visible with
the adoption of systematic literature reviews. For example, reviewers can
find it difficult to know whether the data, and related evidence, reported in a
paper is new data, or whether the data and its analysis is reused, or whether
the data is reused but with new analysis. This makes it difficult to know
whether and how to include a paper in a review or whether to exclude the
paper.

5.3. Complementary cases concerning credible evidence

5.3.1. Further producer risks for misinterpretations

To complement the cases in Sections 5.1-5.2, there is also the need to be
cautious when some important information is unknown, since such unknown
information may also increase the risk of misinterpreting results. Thus, the
producer of evidence should carefully report important aspects related to
the evidence put forward. For example, the CHAOS report [43] has been
quoted to motivate research, while others have been more critical towards
the report, for example, [44, 45]. The main concern raised is the lack of
information about definition of measures and the methodology used.

Furthermore, to avoid misinterpretations, it is important that the most
appropriate statistical methods or other analysis methods are applied to en-
sure that the evidence generated is correctly interpreted and presented. Sev-
eral authors have contributed with papers outlining the use of statistical
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methods, for example, Kitchenham et al. [15] and others have provided rec-
ommendations for analysis of qualitative data [46] and synthesis of findings
[47, 48].

5.3.2. Further consumer risks for misinterpretations

We complement the case in Section 5.2.1 with a case from Dyb̊a et al.
[49]. Dyb̊a et al. [49] criticise papers on contextual factors, for example, a
paper by Clarke and O’Connor [50]. The paper by Clarke and O’Connor [50]
presents a reference framework (also called a checklist). The paper presents
a number of factors in the reference framework. The paper does not state
that the reference framework (or checklist) should be used in its entirety.
Dyb̊a et al. [49] observe that the number of combinations of the factors in
the reference framework would be extremely large. Thus, Dyb̊a et al. present
a potentially misleading impression of the paper. The reference framework
or checklist is meant to ensure that important contextual factors are not
forgotten. Thus, it is up to the user of the reference framework to decide
which contextual factors are important in each specific case.

Overall, the case further illustrates the challenge to the consumer of evi-
dence – and also the responsibility on the consumer of evidence – to interpret
other’s results correctly and to communicate a correct impression of related
work.

5.3.3. Vested interest

Evidence may be challenged when a producer or a consumer of the evi-
dence has a vested interest in the outcome. Even if there is no intentional
bias, there may still be unconscious bias, and this threatens a fair compari-
son. For vested interest, we briefly discuss one case from previous research,
i.e., Shepperd et al.’s [51] systematic review of cost estimation.

The issues with researcher bias, and in particular its relation to expertise,
is highlighted by Shepperd et al. [51] in their systematic review of cost
estimation. Shepperd et al. write: “Surprisingly we find that the choice of
classifier has little impact upon performance (1.3 percent) and in contrast
the major (31 percent) explanatory factor is the researcher group. It matters
more who does the work than what is done.” Shepperd et al.’s [51] case
illustrates the challenges concerning credible evidence, and the difficulty to
make fair comparisons when conducting evaluations.
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5.3.4. Fit–for–purpose of evidence: context and ageing

An important consideration when producing evidence is the fit–for–pur-
pose of that evidence. Evidence may have higher validity, and may also be
relevant (e.g., the evidence relates to a topic of interest to the consumer) but
may not be practical because it does not apply, or cannot be applied, to the
specific software development context.

Software cost estimation is a challenging research area in software engi-
neering. Software cost estimation has occurred since the inception of software
engineering as a discipline. Boehm conducted some of the pioneering work
with COCOMO [52] and the literature on the subject is extensive. Kitchen-
ham et al. [53] identified seven systematic literature review concerning soft-
ware cost estimation. However, is the evidence on the topic useful? In many
cases the evidence is not useful since the estimates do not necessarily re-
flect the development. The latter may be due to changes in requirements or
by removing some features before delivery. Thus, it becomes questionable if
the original estimate can be compared with the outcome. Furthermore, some
studies indicate that both estimate–increase and estimate–decrease exist [54].
In some of these studied cases, the changes may be explained by intentional
distortions, for example, due to management pressure. Given that we, at
least in some cases, cannot trust that the estimate and the outcome may be
compared, how do we know which data is useful?

One specific aspect of the fit–for–purpose of evidence, and the data it is
built upon, is the ageing of evidence and data. Ageing relates to the interval
in time between when the data was collected, and the evidence derived, and
when the evidence from that data is being applied. One challenge is to
understand when data is getting too old. The field of software development
moves very quickly, and hence some data is not useful any longer, for example,
data connected to specific technologies, programming languages and tools
that are no longer used. Thus, it becomes essential to understand the lifespan
of evidence in different areas of software engineering.

5.3.5. Claims make it into evidence

In the book The Leprechauns of Software Engineering [28], Bossavit pre-
sents several cases of anecdotal claims that have become accepted as credible
evidence in software engineering and adopted as such in practice. (A lep-
rechaun is part of Irish folklore, and hence a leprechaun in the context of
software engineering concerns folklore and myths. Thus, it relates to myths
where the evidence is, at best, questionable.) We briefly consider one of the
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cases highlighted by Bossavit, i.e., Boehm’s cone of uncertainty.
According to Bossavit, the cone of uncertainty was originally an opinion

of Barry Boehm’s, an opinion that Boehm illustrated with a diagram. That
opinion was subsequently presented, in a paper by another author, as “em-
pirically validated”. Thus, according to Bossavit [28] (see p. 17), the original
opinion has been reformulated to become credible evidence. This “evidence”
may then be applied by practitioners, i.e., as a consumer of evidence. The
described case is very well aligned with the problem in Section 5.1 where
Basili and Perricone present an observation, which then is spread and also
reformulated as being about module reliability as discussed in Section 5.2.1.

Bossavit provides further examples in [28], where he also states a pledge
to researchers ([28], p. 138) concerning writing research papers and hence
moving towards factual claims, which is fully aligned with evidence–based
research in software engineering.

5.4. Summary

In summary, Section 5 has presented one primary case, two secondary
cases, and five complementary cases, pointing to issues related to credible
evidence. We have classified these cases in relation to producers and con-
sumers, and to validity and relevance (see Table 2). Furthermore, we have
used the cases to highlight challenges concerning credible evidence (see Ta-
ble 3), and considered some of the consequences of propagating invalid or
questionable evidence.

6. A framework and recommendations for credible evidence

In Section 1 we introduced perspectives on evidence. In Section 2, we
presented related work, focusing in particular on rigour, validity, relevance
and credible evidence in a software engineering context. In Section 4 we
defined terminology. In Section 5, we presented cases to illustrate challenges.
In the current section, we bring together these preceding sections into a
framework, and complement that framework with a set of recommendations
concerning challenges to producing, consuming and disseminating credible
evidence.

6.1. A framework for credible evidence

The framework is presented in Figure 2. Credible evidence is at the
centre, and the perspectives of producer and consumer are shown toward the
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top and the bottom of the figure respectively. Consistent with Section 1.1,
the main producer is assumed to be a researcher while both researchers and
practitioners are consumers of research. To the left, we have the scientific
approach and to the right a focus on the relevance to context and its relation
to practice.

Credible evidence brings together a researcher’s interest in science, e.g.,
validity, with a practitioner’s interest in usefulness, e.g., relevance and fit–
for–purpose (though fit–for–purpose is not shown in Figure 2). Rigour may
be viewed as an indicator of validity (illustrated with a dotted line in Figure
2), since it is expected that research conducted in a rigorous way is more
likely to produce results with higher validity.

In an ideal situation, it should be possible to conduct research in a rigor-
ous way to obtain results that have higher validity and are relevant for prac-
tice (and fit–for–purpose). Unfortunately, this ideal is too rarely attained,
and hence it is often necessary to decide on the main intended consumers of
the research, i.e., to choose between intended consumption by researchers or
intended consumption by practitioners. As a consequence, it becomes essen-
tial to focus on the characteristics of credible evidence that are most impor-
tant for that type of consumer. The focus relates to the choice of research
methods, which is further discussed in, for example, Wohlin and Aurum [55],
and which is beyond the scope of the framework shown in Figure 2.

In summary, the framework combines the two main characteristics of
credible evidence with the two perspectives of producer and consumer. The
framework is intended to structure the concept of credible evidence and its
relations to research and practice. The overall goal is that the framework
should work as a tool, for both producers and consumers of research, to
move towards more credible evidence in software engineering.

Drawing on the cases discussed in Section 5 and the framework introduced
above, we present in the following sections a set of recommendations for
dealing with challenges to the production, consumption and dissemination
of credible evidence. The recommendations are intended to help producers
and consumers of evidence to better position the credibility of that evidence.
Our recommendations are intended to complement existing checklists and
guidelines and so help to ensure that we both produce credible evidence and
are able to assess whether or not the evidence presented is credible.
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Figure 2: A framework for credible evidence.

6.2. Recommendations – researchers as producers of evidence

6.2.1. Conducting studies

The analysis of the case in Section 5.1, concerning the relationship be-
tween module size and defect density, is intended to emphasise the need for
the research community to be very careful when publishing and disseminating
evidence.

Furthermore, the discussion in Section 5.3.1 concerning the CHAOS 1994
report highlights the need to present definitions of measures and research
methods in sufficient detail that the consumer can trust the rigour of the
process and therefore the validity of the evidence. As mentioned above, the
rigour of the research is often an indicator of the validity of the evidence. We
propose the following recommendations to help researchers produce more
credible evidence:

1. Design research studies to produce credible evidence. This includes
having a strong research team, potentially including different expertise
depending on the study. Furthermore, the choice of research method
needs to be carefully considered [55], as should the number of data
points that ought to be obtained for credible evidence. Finally, the
context of the study and, if appropriate, the selection of suitable sub-
jects for the study both need to be considered.
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2. Select appropriate evidence because not all available “evidence” can
or should be taken at face value. Selecting appropriate evidence is
a delicate task since evidence should be selected based on the above
framework, and not based on fitness towards a specific objective to
“prove” something. In the process of selecting evidence, the person
making the selection has the obligation to argue for her or his choice
of evidence and for the inferences made from that choice of evidence.
One very important role of the peer–review process is to hold the person
selecting evidence accountable for their choices and arguments. This
includes both their arguments for evidence and their arguments with
evidence.

3. Interpret the evidence carefully. In particular, counter–intuitive ev-
idence should be scrutinised very carefully. The case in Section 5.1
illustrates that problematic evidence may spread, and hence it is im-
portant to be careful when publishing evidence and when citing a paper.
If problems are observed, we should be open about the concerns and
express the concerns in a constructive way. It may also be advisable to
contact the authors of papers to get more details and open a dialogue
between researchers.

4. Report methods used for the research, so as to ensure that the consumer
of the evidence understands how the evidence was obtained. The ap-
propriateness and rigour of the research methods used are often viewed
as an indicator of the validity of the evidence.

5. Ensure true relationships are reported. We need to be careful to avoid
confounding factors, and hence report cause and effect relationships.
Particular care should be taken with correlation.

6. Use the most appropriate analytical methods for the data, and then
the evidence, generated by a research study. This is far from easy
and researchers are not always in agreement on the most appropriate
methods, and recommendations change as lessons are learned. For
example, in Kitchenham et al. [15], Kitchenham explains how she
originally advised the use of box plots but now recommends the use
of kernel density plots to visualise data.

6.2.2. Managing a series of studies

As discussed in Section 5.2.2, a series of papers puts special challenges
on the authors to ensure that the full potential of the evidence from the
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series can be properly exploited. To move in the direction of usefulness of
the evidence, we offer the following advice:

1. Describe carefully the context of the phenomenon (or phenomena) un-
der study. This is to ensure that practitioners can better evaluate
whether the evidence is fit–for–purpose, and researchers can better
evaluate whether the evidence is relevant to their research.

2. Contrast clearly all already–published papers in a series so that con-
sumers can better evaluate the evidential contribution of each paper
e.g., when a new paper is an extension of a previous paper.

3. Relate the evidence from different papers to each other to ensure that
the full value of the evidence generated from the series of studies and
papers is properly communicated.

In Section 5.2.2, Tables 6 and 7 provide indicative examples of how to
contrast papers and evidence.

6.2.3. Addressing vested interest

It may be impossible to avoid a vested interest when comparing different
alternatives, as discussed in Section 5.3.3. The vested interest may include
both being the inventor of a new method, technique or tool [56], or having
disproportionate amounts of expertise in some, but not all, of the alternatives
being evaluated cf. [51].

Based on these challenges, we propose the following recommendations to
help researchers produce credible evidence:

1. Build a diverse research team for research studies to compensate for
vested interest, for example, when conducting an evaluation, include
researchers who have not been involved in the development of the new
method, technique or tool that is being evaluated.

2. Ensure that the team includes expertise for the different methods, tech-
niques and tools to be compared in an evaluation, even when not includ-
ing an inventor of something new. Thus, even when comparing existing
methods, techniques and tool, it is essential to include complementary
expertise.

3. Design comparative studies in a fair way. For example, to have a well–
described reading technique and compare it with a simplistic checklist
is not a fair comparison.
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4. Report carefully what you have done to enable public scrutiny, e.g., for
replication. Where there is a potential vested interest, it is even more
important to describe all details to make the evidence transparent and
hence more credible.

6.3. Recommendations – researchers as consumers of evidence

6.3.1. Citing evidence

Interpretation of published evidence by researchers (and indeed by prac-
titioners) needs to be handled with care. It is essential that evidence is not
distorted (cf. Section 5.2.1) or that citations are made, to specific statements
or parts, out of its context (cf. Section 5.3.2). This leads to the following
recommendations:

1. Avoid confirmation bias by carefully examining papers before citing
them. If a paper is published (having been reviewed by other re-
searchers), and in particular if a paper is written by well–established
researchers with an excellent reputation, it is crucial to not just ac-
cept findings, as illustrated above. Thus, if replicating a study, it is
essential to start from the beginning and do the groundwork, and then
potentially observe that the previous findings ought to be challenged.

2. Ensure correctness by carefully evaluating the available evidence before
citing a paper. If evidence is questionable, it is important that the
evidence is not cited without an appropriate discussion of its credibility.
If there is doubt about the evidence consider contacting the authors.

3. Cite without distortion, i.e. cite carefully and ensure that the papers are
interpreted correctly, for example, statements cannot be made about
software reliability based on defect density. If in doubt, it is good to
contact the authors of the original paper. Furthermore, to intentionally
or unintentionally cite a paper incorrectly is a disservice to the research
community, and as we have shown can have an considerable long–term
impact on the direction of research.

4. Cite without sub–optimal selection, i.e., citations should be based on
the full information provided in a paper. Thus, we should be careful
when we cite an isolated statement, or cite a part of a paper out of its
context. It may lead the reader of a paper to get the wrong impression
of the paper being cited. Citations to a paper do not, unfortunately,
distinguish between the validity of different pieces of evidence in that
paper, for example, as in the Basili and Perricone paper [24], which
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contains both the problematic relationship between module size and
defect density, as well as other results.

6.4. Recommendations – practitioners as consumers of evidence

6.4.1. Using evidence in practice

Fit–for–purpose is a challenge, since it is highly dependent on the context.
Furthermore, the cost estimation discussion, in Section 5.3.4, highlights that
the estimate may not be fully comparable with the outcome for different
reasons as discussed in Section 5.3.4.

We propose the following recommendations for practitioners who will use
the research outputs:

1. Describe the key contextual factors that are considered most relevant to
ensuring the evidence is fit–for–purpose. We need to better understand
the influence of the context in relation to when evidence is fit–for–
purpose.

2. Report the context carefully when publishing papers. We need to be-
come better in describing the context of our studies so that others can
make a judgement whether or not the evidence is relevant for them as
consumers, independently of them being researchers or practitioners.

3. Ensure correct comparisons of data, e.g., we need to know that an
estimate is truly comparable with an outcome. If not, the comparison
does not make sense and hence the evidence generated does not become
credible.

6.4.2. Avoiding making claims into evidence

In Section 5.3.5, we briefly discussed Bossavit’s [28] book and highlighted
a case of how a claim has been taken as evidence. The book also includes a
pledge to authors in software engineering to provide the best possible basis for
their factual claims, i.e. with credible evidence. The pledge implies several
recommendations. Some of the more important ones are summarised here:

1. Cite only papers you have read, and ensure traceability to what is cited.

2. Check carefully that the cited papers supports the claims made, i.e. do
not overstate evidence or allow invalid evidence to spread by citations.

3. Look for all types of evidence to avoid confirmatory bias.
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7. Conclusions

We conclude our paper with a consideration of further directions for re-
search in this area, and a brief review of the objectives of our paper.

7.1. Further research

There are several directions in which our work could be extended.
In Section 2 we recognised, but chose to set aside for this paper, that

practitioners can be producers of evidence. Illustrative examples of the
practitioner–as–producer are Fred Brooks and his book, The Mythical Man–
Month, and Tom DeMarco and Timothy Lister’s book, PeopleWare. One area
for further research is therefore to investigate the challenges in the production
of credible evidence by practitioners, and the consumption and subsequent
dissemination of that evidence by practitioners and researchers. A distinc-
tive challenge is that practitioners rarely use a recognised process of inquiry;
indeed if they did use such a process then, according to our categorisation in
Table 1, the practitioner would actually be conducting research. Instead of
assessing the rigour of an inquiry process, the ‘production’ of practitioner–
generated evidence may need to be assessed in terms of the expertise and
impartiality of the practitioner–as–producer. As we noted earlier, the rigour
to the process of an inquiry is only an indicator of credible evidence. We
can therefore distinguish the validity and relevance of practitioners’ evidence
from the expertise and impartiality of the practitioner as the producer of that
evidence.

A second direction for research, one that is connected with our model in
Figure 1, is the connection between credible evidence and fit–for–purpose.
As Prechelt and Petre write, “Different purposes require different standards
of evidence.” ([10], p. 20; emphasis in original). This direction of research
could be extended to consider the sub–characteristics of the constructs in
Figure 1.

The main focus of our paper has been on the (mis)interpretation of ev-
idence and the subsequent publication and dissemination of such evidence.
A third direction for research — and an area that has already been explored
considerably — is therefore the importance of a rigorous methodology, i.e.,
applying a methodology rigorously helps us to assure that we are not misin-
terpreting evidence, but nevertheless misinterpretations can still take place.

A final direction for research is to evaluate and extend our recommen-
dations so as to help ensure wider coverage of the challenges confronting
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the production, consumption and dissemination of credible evidence by re-
searchers and practitioners.

7.2. Review of objectives

In Section 1, we stated the following objectives:

1. To identify some of the challenges confronted by producers and con-
sumers when producing, consuming and disseminating evidence.

2. To identify some of the consequences that arise from the production,
consumption and dissemination of invalid or otherwise questionable
evidence.

3. To provide guidance to the community on how to address some of these
challenges.

For the first objective, we presented and discussed cases from prior re-
search. Our cases illustrated a range of challenges that need to be carefully
handled:

• Conducting studies

• Managing a series of studies

• Addressing vested interest

• Citing evidence

• Using evidence in practice

• Avoiding making claims into evidence

For the second objective, we used our cases to demonstrate some of the
consequences that arise from disseminating invalid or misinterpreted evi-
dence. The most prominent case was discussed in Section 5.1 where Table 5
shows that Basili and Perricone’s [24] paper, and in particular their evidence
about the relationship between size and defect density, motivated consider-
able further research, and that researchers continued to accept the invalid
conclusion as credible evidence even after Rosenberg’s [26] paper was pub-
lished. Researchers presumed, and searched for, an optimal module size,
referred to as the Goldilocks Principle [29]. We also suggested a counter–
factual what–if scenario, using a paper by Shepperd [27], to speculate on the
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potential ‘savings’ of research effort if the invalid evidence had been identified
and acted upon sooner.

For our third objective, we provide a framework and a series of recom-
mendations in Section 6 to advise on the challenges listed above.

In addressing our objectives, the paper contributes a terminology for rea-
soning about credible evidence, a set of cases, a set of challenges, and a
framework and recommendations for addressing the challenges.
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