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Abstract 

The requirements engineering (RE) process is a decision-rich complex problem solving activity. This 
paper examines the elements of organization-oriented macro decisions as well as process-oriented 
micro decisions in the RE process and illustrates how to integrate classical decision-making models 
with RE process models. This integration helps in formulating a common vocabulary and model to 
improve the manageability of the RE process, and contributes towards the learning process by 
validating and verifying the consistency of decision-making in RE activities. 
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1. Introduction 

Requirements engineering (RE) has evolved into a key activity in the field of software engineering. 
RE is both an organizational activity and a project activity. It is an organizational activity in terms of 
deciding what sort of requirements will go into products, and the final requirements that will be 
released. It is also a project activity when it comes to actually implementing them. This dualism of RE 
involves a range of decisions that have to be made to ensure effective organizational as well as project 
decisions. As decision-making lies at the heart of RE, it therefore makes sense to try to use decision-
making models to understand the nature of RE activities. This paper looks at requirements activities 
from the classical decision-making point of view, where the decision process is assumed to be 
unstructured and consequential, and many of the decisions are intertwined and interdependent. The 
objective of this paper is to map two of the accepted decision-making models to the domain of RE for 
software systems, and to show how these models can help us to understand some of the intricacies of 
RE.  

Motivation  

Researchers agree that the last area of software development to be understood is management. 
Software technology is changing too fast for software managers to manage effectively on an ad-hoc 
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basis. In other words, management methodologies have not improved as much as the software 
technologies. Poor strategic management and related human factors have been cited as a major cause 
for failures [18, 29].  

The quality of the software product is largely controlled by the quality of the development process 
used to create it. Managing the RE phases is crucial to the successful development of software 
products. There are several phases in an RE model, and each phase contains several activities. The 
effective management of the RE process mandates procedures and tools to support the phases of RE 
process model. Andriole [1] points out that while most of the RE process models and specification 
methods have been created by people who like precision and diagnostics and who also care about 
software design and development, in reality, requirements management is a political process. Andriole 
argues that most of the software projects come from preferences of managers, from intuition about a 
value, or from their pet projects they all carry around with themselves. Strigini [35] also emphasizes 
that in the software industry, in many cases, important decisions are subjective decisions. In some 
cases, subjectivity is unavoidable but it is important that developers recognize the dangers and take 
precautions against the consequences. 

The process of RE is essentially a complex communication and negotiation process involving 
customers, designers, project managers and maintainers. The people or stakeholders involved in the 
process are responsible for deciding what to do, when to do it, what information is needed, and what 
tools need to be used [10, 34]. In many situations conflict is inherent in requirements, thus they need 
to be negotiated between stakeholders. Some tools, such as WinWin Groupware, have been developed 
to support stakeholders throughout the negotiation process [7]. The discussion between stakeholders is 
generally informal and unstructured and involves many decisions and review points with iterations and 
design implementation activities. These decisions are generally continuous and in numerous cases 
uncertainties in the final cost, schedule, performance, and functionality are inevitable [12].  

Since the RE process is a decision-rich problem solving activity, it is valuable to look at the 
classical theories of decision-making to better understand RE decisions. The decision-making process 
in management basically involves the following stages: identification of a problem, search for 
solutions, evaluation and selection of a solution and commitment. The process is iterative in nature and 
very similar to the software development cycle. Several researchers have looked to the classical 
decision-making theory when explaining the design process in engineering, including software 
engineering. Vliegen and Van Mal [37] report that in many cases, designers focus on the creation of 
proper solutions rather than spending time on redoing design because of poor decision-making. These 
researchers propose using the decision-making cycle in the design process to obtain methodological 
design and progress controls. In a similar way, Ashrafi [3] expands Simon’s [33] decision-making 
model to show how this model can provide a framework to embed quality throughout the software 
development cycle and facilitate the total quality management of software production.  

A number of researchers have taken a methodological approach when studying decision-making 
process. For instance Wild et al., [39] present a methodology where the software development process 
is modeled as a set of decisions in which each decision relates to a problem solving activity. In the F3 
project [13] a generic decision trace mechanism was developed to record significant decisions, which 
concerns every part of the RE process. Rolland et al., [31] introduce a decision-oriented process meta-
model that aims to capture not only how activities are performed during the RE process but also why 
and when these activities are performed (the decisions and the decision context). In the CREWS 
project [9], Tawbi and Souveyet [36] develop a tool called L’ECRITOUIRE, by combining goal-
oriented modeling and scenario authoring. They present an intention-oriented process map, which 
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includes a non-deterministic ordering of intentions and strategies that flow from one intention to 
another. Later, Rolland [30] proposes a requirements map that focuses on systematic selection and 
assembly of COTS components that meet the requirements of an organization, where the selection 
process is restricted not only for individual components but also as a whole. 

Evans et al., [12] emphasize that it is important to recognize requirements as design decisions in 
order to achieve a fully integrated software system. Aurum and Martin [4, 5] point out the resemblance 
between the activities involved in organizational decision-making and those in the RE process by 
referring to classical decision-making theory and they present an approach that facilitates problem 
solving activities for requirements engineers. Regnell et al. [28] also discuss the descriptive and 
prescriptive research issues for understanding and supporting the RE decision-making process. In 
general, researchers agree that the RE process is a semi-structured or unstructured complex decision-
making process [5, 23]. 

Extensive research is being undertaken to improve the RE process. Growing interest in developing 
effective approaches to RE has motivated a more in-depth analysis of RE activities. Insights into the 
RE process can be achieved through a closer analysis of the decision-making processes involved in RE 
activities. We believe that this approach is valid as decision-making and RE processes involve 
decisions that are both continuous and iterative in nature. Thus, we take this opportunity to analyze the 
RE activities in the light of two well-accepted models of decision-making. 

To interpret RE decisions it is necessary to appreciate the various aspects of the decision-making 
process. This paper provides an alternative view to RE activities in which major organizational and 
project influences are considered. In order to better understand the RE process, this paper                 (a) 
overviews decision-making models, (b) examines the decision-making process in RE activities, and (c) 
combines the decision-making models with RE activities, which aims to bring about a more structured 
approach to the RE process. 

The outline of this article is as follows. Section 2 provides an overview of decision-making models 
from management science with an emphasis on two decision-making models: Anthony's 
organizational decision-making model [2] and Mintzberg's process model [26]. Section 3 reviews RE 
process models, with a focus on Macaulay's RE process model. Section 4 examines RE decisions by 
mapping Anthony's model and Mintzberg's model on RE activities. Based on this mapping, Section 5 
provides a discussion on elements of micro and macro decisions in RE activities. Finally, Section 6 
concludes the paper. 

2. An Overview of Decision-making Models 

The objective of this section is to give a brief overview of decision-making models to provide 
background analysis of the complex decision-making processes inherent in RE activities. Thus, it is 
important to introduce some concepts from managerial decision-making. These concepts are useful for 
providing an organized framework for structuring and analyzing decision-making, which have been 
examined broadly in psychology, organizational behavior, and decision sciences. Researchers have 
extensively studied the individual elements of complex decisions where the decision process is 
unstructured, consequential and preference based. They have defined the ideal complex decision-
making process and incorporated these insights into decision support system models. In other words, 
the following classical views are so powerful that they lay the foundation for practical 
implementations and they have been widely used as a basis for the design of decision support systems 
in the IT industry [16, 40]. 
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Problem solving is in essence a decision-making activity. It involves the intelligence, design and 
choice phases [33]. There are various strategies that a decision maker can employ to organize their 
efforts when making decisions such as optimizing, satisficing, or using multi-criteria decision-making 
methods such as, for example, the analytical hierarchy process [32]. A particular decision maker in a 
particular decision-making process may make use of all of these strategies, a combination, or an 
entirely different strategy [16]. 

Organizations face different types of decisions that are related to, for example, technology, products 
and customers. Some decisions are repeated several times during a day or week while others may 
occur less frequently. According to Simon [33], based on the way in which managers deal with the 
problems that confront them, decisions that are repetitive and where the process is clearly identified, 
are called structured decisions. Decisions that are novel and where the process is ambiguous are 
referred to as unstructured decisions. These terms refer to extremes on a continuum. That is to say that 
there may be decisions that are completely structured or unstructured. Other decisions may change 
from novel situations to repetitive situations, depending on the degree of ambiguity in the solution to 
the problem.  

 

 
Figure 1: Managerial Decision-Making Framework [2] 

Various parts of decision-making activities have been studied in detail by researchers in the field of 
management science. Anthony [2] notes three types of decision-making activities (Figure-1) in 
organizations based on the purpose of the management activity: strategic planning, management 
control and operational control. The boundaries between these categories are not distinct. However, in 
terms of information requirements, they differ from one another. According to this model, strategic 
planning deals with decisions that are related to organizational goals and objectives. The information 
concerning such decisions is usually incomplete and the decision-making process may extend over a 
considerable period of time. On the other hand, management control deals with decisions related to the 
identification and use of resources. In the case of operational control, decisions deal with assuring 
effectiveness when performing operations within the organization. In this study, we refer to these 
decisions as ‘macro decisions’. It is important to note that macro decisions can be structured or 
unstructured decisions. For instance, an unstructured strategic decision may have some familiar 
components in its structure. On the other hand, there may be an instance where a seemingly routine 

Strategic 
Decisions 

Management Control 
(Tactical Decisions) 

Operation Control 
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operational control decision may end up as an unstructured decision. In each case, a decision is subject 
to the intelligence, design and choice phases. In short, Anthony’s model is concerned with 
organization-oriented macro decisions. 

Another group of studies focus on how managers actually go about their decision-making within 
organizations. These models focus on more detailed activities in management. In this study, we refer 
to these decisions as ‘micro decisions’. Our literature review revealed there have been several models 
put forward to explain micro decisions. One well-known descriptive model was developed by 
Mintzberg, based on a field study of 25 organizations [26]. This model (Figure 2) attempts to explain 
organizational problem solving activities and addresses process-oriented micro decisions. The 
researchers found patterns in the decision process and described a model for complex and unstructured 
decisions. First, they categorized the decisions according to the stimuli that evoked them along a 
continuum: opportunities, crises and problem decisions. Then they proposed a model which is more 
complex than normative models, and which has a structure. The main phases in this model are (1) 
problem identification, (2) development, and (3) selection. According to this model, the problem 
identification phase concerns decisions and has two sub phases: ‘recognition’ and ‘diagnosis routine’. 
The development phase contains two sub phases: a ‘search routine’ for locating ready-made solutions 
and ‘design routine’ to modify those solutions that have been found or to develop custom-made 
solutions. The selection phase contains 3 sub phases: ‘screening’, ‘evaluation and choice’ and 
‘authorization’. The unstructured and open-ended decisions can be influenced by environmental 
attributes e.g. complexity and uncertainty. The internal power structure of the organization, the degree 
of rationality of decision maker(s), the extent of individual or group involvement, and previous 
policies or strategies may all have a significant impact on decisions.  

Mintzberg  
et al.’s  

Problem Identification Development Phase Selection Phase 

Model Recognition 
Rt. 

Diagnosis 
Rt. 

Search 
Rt. 

Design 
Rt. 

Screen Evaluation 
and Choice 

Authorization 

Figure 2: Decision-Making Framework [26] 

In this research, we take the view that the software development process involves decision-rich 
activities and it is subject to organization-oriented macro decisions as well as to process-oriented 
micro decisions. However, before studying the decision-making process in RE activities, it is worth 
examining RE process models. It is important to note that the issues that affect individual and group 
decisions, such as negotiation, consensus building, prioritization, judgment of choice, rationality or 
bounded rationality are outside the scope of this paper.  

3. Requirements Engineering Process Models 

In order to study the decision-making process in requirements activities we needed to pick one of 
the existing RE process models. In this section, we briefly review existing RE process models from 
literature and illustrate the rationale behind the selection of the RE process model that was studied. 
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Background 

There are several normative models that explain the RE process by describing how the RE process 
should work, rather than how it does work [10, 22]. The strength of these models lies in delivering the 
‘best’ process results for activities that make up the process, and the order in which issues are attended 
to. These models take into account organizational goals and objectives. Sommerville and Sawyer [34] 
point out that, normative models do not transfer well from one organization to another. They 
emphasize that in order to define a good RE process, it is important to involve stakeholders who are 
actually involved in the RE process itself.  

A review of existing RE process models in the literature showed that although these models 
encompass common RE activities, they differ in nature, ranging from linear and incremental to 
cyclical and iterative in structure [25]. While some studies tend to portray the RE process as a linear 
progression of activities, or a repetition of the same series of activities [19, 22], non-linear models 
have also been put forward [20]  

RE field studies have gathered conflicting results as to the status of RE process standards in 
organizations. Kotonya and Sommerville [19] put forward that not many organizations have a standard 
RE process definition. Consistent with this, Hofmann and Lehner [15] examined the RE processes of 
15 RE teams in industry and found that most participants saw RE as an ad hoc process, and only some 
of the projects used an explicitly defined RE process or tailored a company standard RE process to 
better suit the project. Furthermore, studies of RE in web development projects have shown that RE is 
occurring in an ad hoc manner [21]. In contrast to these findings, El Emam and Madhavji [11] 
concluded that organizations tend to use standard RE processes, as they are thought of as being best 
practice. 

Results from studies of RE processes in practice have indicated that the systematic and incremental 
RE models presented in the literature do not reflect the RE processes in current practice. For example, 
Nguyen and Swatman [27] found that the RE process in their case study did not occur in a systematic, 
smooth and incremental way, but rather was opportunistic, involving the sporadic simplification and 
restructuring of the requirements model when it reached points of high complexity. Furthermore, 
Houdek and Pohl [17] performed a field case study, but failed to produce a comprehensive RE process 
model, as RE activities were heavily intertwined, and participants took a more holistic view of the RE 
process, rather than being aware of individual specific components.  

There are only a few organizations that have explicitly defined the RE processes, and even fewer 
have modeled RE activities at both the organizational and the project (or process) levels. In many 
cases, the process is an unstructured problem solving activity. In unstructured decisions, the 
alternatives are generally vague, difficult to compare and contrast, prioritize, or cannot be easily 
evaluated with respect to organizational goals and objectives.  

As illustrated above, although existing RE models do not reflect well how RE processes are 
implemented in practice, they have the potential to provide insights into RE activities in a case-by-case 
basis. Moreover, the above RE models involve both organizational and process oriented decisions. 
Although a number of RE process models have been put forward, in this study we will focus upon 
Macaulay’s RE descriptive process model as an example of an RE process model. We believe that the 
selection of the RE process model is not of vital importance as the objective of this research is to 
understand the fundamental nature of the decision-making process in requirements activities. 

Macaulay’s RE Model 
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Macaulay [22] argues that the model of the RE process depends to a large extent on the customer-
supplier relationship and offers seven different process models for different situations. Macaulay also 
describes a generic model as follows: (1) concept, (2) problem analysis, (3) feasibility and choice of 
options, (4) analysis and modeling, and (5) requirements documentation. Macaulay points out that 
each phase is subject to validation, which serves to focus attention on unresolved issues, which then 
need to be reviewed with stakeholders.  

According to this model as illustrated in Figure 3, the product concept, which might be an 
improvement or enhancement of the product, triggers the RE process. In many cases, it triggers the 
organizational level RE process, and as the concept moves into a specific project it triggers the RE 
process on the project level (or development process level). During the problem analysis phase, an 
understanding of the nature of the problem is developed. Another key aspect is generating an 
appropriate representation of the problem, which can help requirements engineers to identify the set of 
alternative solutions. The third phase, feasibility and choice of options, is concerned with evaluating 
the costs and benefits of alternative solutions and negotiations. The fourth phase, detailed analysis and 
modeling, is concerned with a more detailed analysis of the requirements. Once this process is 
finished, the requirements specification document can be completed. As pointed out earlier, a 
validation process takes place at the end of each phase in this model. 

Concept 
 

Problem  
 

Feasibility  
 

Analysis and  
 

Requirements  
  Analysis  and Choice 

of Options 
 Modeling  Documentation 

Figure-3: Requirements Engineering Model [22] 

Being an effective software developer does not imply that the person necessarily understands their 
decision-making process. In order to improve the overall level of effectiveness of the RE process it is 
important to understand the nature of the decisions made. One approach is to record past cases of 
activities in the RE processes, and then to analyze the decisions in each activity. Another approach is 
to decompose each process into sub-processes and study the decisions within these sub-processes. In 
each case, it is important to consider the stakeholders’ point of view when comparing, generalizing 
and classifying decision models into different categories. The following section uses Macaulay’s RE 
process model to take the latter case and examine decisions involved in the RE process in light of a 
management context. Recording each activity and decision provides structure, for what is often an 
unstructured process in the early stages of RE activities. For instance, if a problem is resolved and the 
decision is recorded, then the project manager (PM) will have a better idea of project progress. If the 
problem is not resolved, then the PM will focus on allocating human and non-human resources to 
solve the problem. This way, the PM will have increased control over the scheduling of activities 
(Wild et al., 1994). In other words, this approach provides a more efficient structure for managing RE 
processes. This structure has the potential to be used for requirements control throughout the software 
development life cycle. 
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4. Combination of Models 

In this section we examine RE decisions. In order to better understand RE decisions, elements of 
both micro and macro decisions (i.e., Anthony’s organizational decision-making model and 
Mintzberg’s managerial decision-making model) are projected onto Macaulay’s RE process model, as 
illustrated in Figure 4. Section 4.1 discusses the mapping of macro decisions onto the RE process and 
Section 4.2 presents the mapping of micro decisions onto the RE process. Macro and micro decisions 
are of course not independent and in many cases they will be interleaved. However, here we present 
them separately to illustrate the emphasis of the decision-making model’s mapping to the activities in 
a RE process.  
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Figure-4: Mapping the RE Process Model to Classical Decision-Making-Models 

4.1 Macro Decisions in the Requirements Engineering Process  

Anthony’s model [2] is organization-oriented and demonstrates macro decisions. Each phase in the 
model has components that may have structured-to-unstructured decisions. More specifically, we 
believe that in the RE process ‘strategic decisions’ are primarily an organizational issue, ‘management 
control decisions’ involve a project management view, whereas ‘operational control’ decisions are 
about the implementation of requirements. In the following subsections macro decisions in RE 
activities are addressed in terms of the decision type, information type and challenges that project 
managers face. 
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Figure-4: Mapping the RE Process Model to Classical Decision-Making-Models 

4.1.1 Strategic Decisions  

The activities involved in the first phase of RE, known as ‘concept’, include components of 
strategic decisions. The decision-making process is generally unstructured and related to 
organizational policy and models. Strategic decisions typically defy structure or examination of 
requirements and involve human intuition. 

Strategic decisions in requirements activities require creativity and opportunistic inputs, and should 
be based on an accurate understanding of the current business process and a detailed understanding of 
the software product. It is important to align the RE process with the business and technical goals of 
the organization [14]. An example of strategic decisions in requirements activities include packaging 
requirements for a specific release of a software product before the requirements are actually put in a 
project. In the early stages of product development, developers need to decide which requirements to 
include in the next release and which ones to postpone to the following release. This is a strategic 
decision from a product point of view as some crucial features of the product, i.e. requirements, may 
signify the difference between gaining and loosing market shares. 

At this stage, the actual level of risk from requirements is uncertain. It is essential to identify the 
potential risk from an initial set of requirements and to assess the likelihood and potential impact of 
risk. Incoming information is generally external, ambiguous and predictive. It is crucial to seek 
information about potentially important aspects of the problem. This leads to a way of relating pieces 
of information to each other in order to better understand the product in a business context. As a result, 
developers have improved understanding of the company business, as well as business opportunities. 
Accordingly, developers analyze, evaluate and select strategies to eliminate, manage or mitigate the 
potential risk. In summary, risk management is a fundamental organizational activity where 
uncertainty needs to be handled with care in this phase.  

Developers need decision aids, such as decision trees or simulation models, to reduce error and 
uncertainty in the requirements risk identification process. Project mangers involved in strategic 
decisions need a vast amount of information in order to make effective decisions in this area. At this 
level, as part of initial preparations information is gathered from the stakeholders for developers to 
gain a better understanding of the problem and to draw the system boundaries. Decisions are typically 
performed in an intuitive, experience-based manner (Strigini, 1996). Project managers need to also be 
sensitive to organizational and political considerations.   

4.1.2 Management Control 
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Anthony [2] describes management control as a process by which managers assure that resources 
are obtained and used effectively and efficiently in the accomplishment of the organization's 
objectives. The second phase of Macaulay’s RE process model [22], known as ‘problem analysis’ 
corresponds with management control activities at the organizational level. The decision-making 
process changes from structured to unstructured decisions. The management control level information 
is integrated, more internal and historical. The objective of this phase is to decide the best way to 
implement the strategic decisions.  

Problem analysis in RE involves clarifying an initial set of fuzzy requirements and generating some 
possible solutions. Thus, understanding and developing solutions require the identification of 
alternatives, and assessment of the relative costs and benefits of each alternative. The existence of 
sufficient organizational resources is crucial for software developers during RE activities. The decision 
maker is constrained by the availability of key resources, i.e. human and non-human resources. 
Examples of decisions may involve the following questions: What kind of development and 
implementation strategy will be taken? What sort of plans exists for project management? What are 
the planned benefits? What are the resource reductions? What are the product enhancements? What 
priorities are placed upon the achievement of these benefits? 

During the problem analysis stage, the project manager interested in knowing the ideal resource 
allocation, how this may be modified to fit the organization, the effect of various tradeoffs, and what 
changes should be made in the methodology to minimize resources expenditure. It is important that the 
project manager has a good understanding of the software development process and is able to control 
the distribution of key resources such as computer time, personnel, and the cost. 

4.1.3 Operational Control 

According to Anthony [2] operational control is the process of assuring that specific tasks are 
carried out effectively and efficiently. Decisions in this stage are structured and have a solution (or a 
reaction) to a given situation. Accuracy of information is an important issue in decision-making at this 
level. 

The activities involved here are concerned with the implementation of requirements. The 
information involved in this stage is quite detailed and arises from sources of organization. Decision 
makers may consider several tools and decision aids when making decisions. In operational control 
project manager is concerned with the software product delivery and budget and handles decision-
making with less ambiguous information. 

4.2 Micro Decisions in Requirements Engineering Process  

Mintzberg’s model [26] is a descriptive model and identifies micro decisions made in a managerial 
context. In the following sections micro decisions in RE activities are addressed in terms of the 
decision type, information type and the types of stakeholders that are involved in decision-making. 
The following points are also identified from Figure 4. 

4.2.1 Problem Identification 
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It can be easily seen from Figure 4 that there is almost a one-to-one relationship between the 
activities of the first phase of the RE process model, ‘concept’ and the first phase of Mintzberg’s 
model, ‘problem identification’.  

The problem identification phase involves scanning the environment and searching for information 
to identify the different aspects of the software product. Decisions mainly involve the nature of the 
product, the reason building the product, the scope of the product and the qualities of the product. The 
information is collected and aggregated mainly from stakeholders. This information heavily involves 
the stakeholders’ point of view, goals, objectives, constraints and agendas. Identifying and integrating 
different stakeholders’ points of view is a critical process and affects the success of subsequent 
activities of the RE process. If one perspective is neglected then the system may be viewed as a failure 
by the stakeholders. Once developers have a good understanding about the scope of the software 
product, they need to decide how much work is to be done for the product.  

Negotiation is one of the roles of the requirements engineers and always involves multiple 
stakeholders. For instance, requirements elicited from customers may overlap or conflict. Thus, 
requirements need to be negotiated and validated before they find their way to the requirements 
document. Customers and developers need to work together to decide a mutually agreeable list of 
requirements for the system. Some decisions may be not be negotiated, these may involve a case 
where a requirement is imposed upon the development team by upper management, or where the 
development team may decide on the requirements of the system among themselves. 

The flow of information within this phase is very erratic, and important information may be 
overlooked or ignored which can result in poor project evaluation decisions. An example of this is cost 
estimation at the early stages of the project. Carr and Wagner [8] argue that project managers do not 
estimate cost first, but instead prioritize maintenance of the project, trying to determine which project 
to carry out (first) within fixed budgets and resource capabilities. This essentially means that ‘cost 
estimation’ is done qualitatively, before formal cost estimation techniques are employed.  

4.2.2 Development Phase  

The development phase in Mintzberg model corresponds to problem analysis phase in Macaulay’s 
model. There are two sub-phases in the development phase: search routine and design routine. The 
search routine involves searching information to clarify the problem and issues related with the 
problem and to discover existing solutions. The design routine involves identification of potential 
solutions.  

In RE activities, to better understand the scope of the software product, developers also go through 
the similar activities i.e. they search information and analyze the problem. During the search they may 
identify more requirements. The problem analysis may have both quantitative and qualitative 
dimensions. The quantitative analysis may involve the development of models for forecasting. The 
qualitative analysis is usually performed by pooling the experiential and tacit knowledge possessed by 
stakeholders regarding each of the alternatives and their likely consequences. The example of 
decisions includes the following questions. How should the requirements be structured? How should 
the requirements be classified? How important is the requirement? Who is interested in the 
requirement? How to prioritize requirements? How does the requirement depend on other 
requirements? There are several tools available for software developers to analyze and model the 
existing system. These tools quantitatively analyze decisions with uncertainty, for example, by using 
expected utility theory [38]. Once an appropriate set of alternatives has been generated, developers 
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typically examine the possible consequences of each option and the likelihood of each occurring. A 
cost-benefit assessment of the requirements is made then.  

In this phase, the dialog mainly involves customers and developers. Project manager’s involvement 
in requirements analysis is not significant. 

4.2.3 Selection Phase 

The selection phase, in Mintzberg’s model, has three sub-phases: Screen, Evaluation and 
Authorization. There is almost a one-to-one correspondence between these three phases and the last 
three phases of Macaulay’s RE process model i.e. feasibility and choice of options, detailed analysis 
and modeling, and requirements document. 

The ability to make effective decisions under uncertainty is a critical aspect of management. During 
the phase of feasibility and choice of options, decisions on requirements entail challenging questions 
concerning the description of alternatives and the estimation of outcomes, both of which require 
inference and prediction.  In this phase, software developers choose one of the alternatives from the set 
generated and analyzed in the development phase. This is typically based on a number of criteria, 
some of which are clear and precise while others are somewhat intangible and ambiguous. There is 
again the question of the degree of uncertainty and risk attached to each of the alternative. The trade-
offs among the alternatives is an important aspect of the selection phase. The chosen solution needs to 
be validated and verified by a variety of stakeholders and carried over time. Information type in this 
level needs to be accurate and clearly defined. The main decision makers are generally developers and 
the project manager. 

Examples of decisions may include the following question: What are the costs and benefits of 
collecting additional information? During detailed analysis and modeling, decisions are concerned 
with individual values and preferences as well as the process of choice. There is no simple model that 
describes how preferences of individuals are determined, but there are few decision aid tools. 

5. Discussion 

Several comments about the mapping we generated in Section 4 are in order. An understanding of 
decision-making in RE activities is a challenge in the advancement of decision-making in software 
project management. The cycle of the RE activities is somewhat complex. RE activities do not involve 
a single decision but rather series of complex decisions. Furthermore, making particular decisions in 
each phase is itself a complex decision-making process. 

In Section 4 we aim to illustrate both macro- and micro-elements of decisions in RE activities. 
Macro decisions are related to the purpose of the management activity at the organizational level, 
whereas micro decisions are related to how decision makers actually go about their decision-making. 
Both macro and micro decisions are intertwined and interdependent. Furthermore, macro decisions 
may also overlap considerably with micro decisions or vice versa. For instance, there might be some 
strategic decisions not only at a conceptual level but also in the problem analysis stage. Second, 
requirements decisions will be played out against the context of the organization and its norms, 
structures and procedures. Third, several stakeholders involvement with diverse expectations and 
interests adds further challenge for understanding the decision-making process in RE activities. 
Moreover, decision-making is a knowledge-intensive activity, where cognitive limits substantially 
restrict developers’ decision-making efficiency and effectiveness. 
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In many cases decision activities include various types of comparisons at some stage e.g. 
comparisons between alternatives, comparisons between decision situations and comparison between 
the attributes of different alternatives. It is possible to provide decision aids to software developers 
which support their decision activities. Hence, information acquisition plays an important role in 
identification of decision alternatives in RE activities. There is likely to be certain types of decision 
behavior that are always going to be present in unaided decision-making in RE activities. It might also 
be useful to identify them to help in the development of more appropriate prescriptive decision-
making models in RE activities. 

March [24] argues that each phase of a product life cycle requires different management styles and 
no manager is well suited to manage a product through more than two consecutive phases of its life 
cycle. In a similar way, software development is a team-work and involves several stakeholders, 
including product manager, project manager, customer and developers.  

In order to be able to support and improve the RE activities, the following points need to be 
addressed. 

• Keep track of RE decisions, their rationale, and their effect on software product. Thus, 
explicitly identify the RE process and ensure that RE activities within the process are explicit, 
measurable and it can be repeatable. 

• Identify the stakeholders who participate in each RE activity and accordingly consider specific 
decision aids for each stakeholder. 

• Identify the decision types involved at each RE phase as well as the meaningful actions or 
options that each decision maker carries out for each decision type. 

• Identify the information type (or knowledge) needed at each phase. Make sure that there is an 
access to adequate knowledge. 

• Provide decision support tools to project managers as well as to development team.  

The quality of the software product is largely controlled by the quality of the development process 
used to create it. Managing the RE phases is vital to the successful development of software products. 
By focusing on improving the decision-making in the RE process, software developers are more likely 
to achieve success in the development process. In other words, if software developers’ understanding 
of the decisions they make is improved, and if these decisions are well made, the developers can 
proceed with confidence, and efficiently design a quality product that will meet stakeholders’ 
requirements. 

6. Conclusion 

The manageability of the requirements process is important as the quality of the process affects the 
quality of the product. By studying the decision-making process in RE activities in more detail, it is 
possible to conduct an analysis of the RE process and its underlying decision-making processes. We 
believe that decision-making experiences in literature are highly relevant for anyone working with RE, 
hence the lessons-learned in another field ought to be brought into RE to a larger extent. In a 
preliminary study [6], we briefly reviewed RE decisions, provided decision taxonomy, and identified a 
subset of stakeholders and decision types based on a simple case study. In this paper we take a novel 
approach to illustrate the fundamental nature of decision-making in requirements activities and 
exemplify several opportunities to the RE community. This paper addressed the major organizational 
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and project decisions in RE activities and explored the nature of requirements activities in detail from 
the decision-making point of view. The main contribution of this paper was its mapping of a 
requirements process model to two classical decision-making models and illustrating how these 
models help us to understand some of the complexities of RE. We believe that mapping categories of 
decision-making in RE activities can contribute towards the (organizational) learning process through 
better understanding of current decision-making patterns and changes in those patterns over long 
periods of time. In addition to this, the classification is very useful to stakeholders, and particularly 
valuable to software teams in terms of validating their decisions and verifying the consistency of their 
decision-making.  

In addition to this the following points are illustrated: 

• It presents an approach to understanding RE decisions by using classical decision-making 
models.  

• It emphasizes the importance of several aspects of decision-making in the RE process.  
• It illustrates how to integrate decision-making models with RE process models to improve the 

manageability of the RE process.  

We need a better understanding of what it takes to generate adequate management support and 
stakeholders’ participation in the RE process. A question that arises from the new understanding of RE 
decisions is ‘how can we best manage the RE activities as a decision-making process?’ The 
complexity of the activities involved in the RE process call for a need for organizations to coordinate 
the decision-making process and make the decisions and the roles played with respect to decision-
making in RE more visible. By mapping the RE process model to the decision-making models, we are 
able to pinpoint the different roles and responsibilities and hence support an organization in 
structuring their decisions in the RE process. Once an organization has identified the relevant RE 
activities, the suggested ‘mapping’ acts as a guideline for deciding what sorts of decisions need to be 
made. This mapping also indicated the key areas on which the different stakeholders involved in the 
RE process should focus. It is also important to document the discussions and decisions related to both 
the organizational and project levels. Finally, there is a need for a continual tracking of RE decisions 
to ensure that they are conducted in a way that supports the business goals. The further research will 
study the decision-making process for customer based, market-driven and Internet enabled complex 
systems. 
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