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Context: Large software development projects involve multiple interconnected teams, often spread 

around the world, developing complex products for a growing number of customers and users. Succeed- 

ing with large-scale software development requires access to an enormous amount of knowledge and 

skills. Since neither individuals nor teams can possibly possess all the needed expertise, the resource 

availability in a team’s knowledge network, also known as social capital, and effective knowledge coordi- 

nation become paramount. 

Objective: In this paper, we explore the role of social capital in terms of knowledge networks and net- 

working behavior in large-scale software development projects. 

Method: We conducted a multi-case study in two organizations, Ericsson and ABB, with software devel- 

opment teams as embedded units of analysis. We organized focus groups with ten software teams and 

surveyed 61 members from these teams to characterize and visualize the teams’ knowledge networks. 

To complement the team perspective, we conducted individual interviews with representatives of sup- 

porting and coordination roles. Based on survey data, data obtained from focus groups, and individual 

interviews, we compared the different network characteristics and mechanisms that support knowledge 

networks. We used social network analysis to construct the team networks, thematic coding to identify 

network characteristics and context factors, and tabular summaries to identify the trends. 

Results: Our findings indicate that social capital and networking are essential for both novice and mature 

teams when solving complex, unfamiliar, or interdependent tasks. Network size and networking behavior 

depend on company experience, employee turnover, team culture, need for networking, and organiza- 

tional support. A number of mechanisms can support the development of knowledge networks and social 

capital, for example, introduction of formal technical experts, facilitation of communities of practice and 

adequate communication infrastructure. 

Conclusions: Our study emphasizes the importance of social capital and knowledge networks. Therefore, 

we suggest that, along with investments into training programs, software companies should also cultivate 

a networking culture to strengthen their social capital, a known driver of better performance. 

© 2017 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Nowadays, large-scale software development projects are char-

cterized by unprecedented scale in terms of lines of code, amount

f data stored, accessed, manipulated, and refined, as well as the

umber of connections and interdependencies, hardware and com-

utational elements, customers and users, and, of course, the num-

er of developers involved in the projects. Furthermore, today’s

rojects are technologically complex from both innovation and de-
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ign perspectives, and developers and leaders have a limited ability

o learn from previous efforts because all large-scale projects are

nique [1] . 

Large-scale projects pose a great risk and are often associated

ith cost overruns, late completions, and outright project failures

2,3] . One reason for the high risk is the complexity of large-

cale project governance structures, which is often proportional to

he number of development teams involved. Delivering results fre-

uently and iteratively requires work and knowledge coordination

n different levels, e.g., the portfolio, project, and team levels. Ad-

itional supporting roles (e.g., portfolio management) are critical

n large-scale projects for managing the exponential growth of in-

erdependencies and mitigating associated risks [4] . Furthermore,
nder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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teams in evolving product development, which is often large in

scale, require access to an enormous amount of knowledge and

skills [5] . The expertise needed on the team level includes not only

technical skills (programming languages and methodologies), but

also teamwork and process knowledge, domain knowledge, and

product knowledge, e.g., the architecture, source code structure,

and allocation of concepts within the code. 

The complexity and scale introduce three fundamental chal-

lenges. First, large-scale development reaches the point where

hardly anyone knows everything about a system’s development

and evolution. Second, retaining original developers for decades is

problematic because of leaves of absence, employee turnover, and

retirements. Finally, large-scale projects often require the forma-

tion of new teams and the addition of new developers. The key

question is then: how can software organizations efficiently culti-

vate the knowledge and skills needed in the development teams? 

Evidently, enabling effective knowledge networks is crucial for

succeeding in large-scale software projects. The need for such net-

works outlines the importance of social capital—a contextual com-

plement to human capital (individual knowledge and skills)—which

is an emerging concept in business, political science, and sociology

[6] . Social capital refers to the actual and potential resources em-

bedded within, available through, and derived from the network of

relationships possessed by an individual or a social unit [7] . 

The increase in demand for knowledge-based economic activ-

ity, particularly product innovation, requires that we have a greater

understanding of the factors that enable knowledge creation and

sharing in a software team [8] . Moreover, because large organi-

zations often have large and distributed multi-team projects, we

must also understand what enables knowledge creation and shar-

ing between teams, and between teams and the rest of the organi-

zation. Motivated by the importance of networking and social cap-

ital in large-scale software projects, we explore the actual knowl-

edge networks and social practices of two large-scale projects in

two software-intensive companies, Ericsson and ABB. Our research

is exploratory in nature and is driven by the following research

question: 

RQ: What influences team knowledge networks and networking

behavior in large-scale projects? 

The remainder of the paper is organized as follows. Section

2 outlines related work. In Section 3 , we describe our research

methodology. In Section 4 , we present our findings from the cases

and cross-case analysis, which are further discussed in Section 5 .

Finally, Section 6 concludes the paper with a summary of major

findings. 

2. Background and related work 

In this section, we describe related research on coordination in

large-scale projects and the role of social capital in addressing co-

ordination problems and knowledge needs. 

2.1. Coordination in large-scale projects 

Coordination is defined as the “management of interdependen-

cies between activities” [9] and coordination mechanisms are the

organizational arrangements that allow individuals to act collec-

tively [10] . Interdependencies include shared resource dependen-

cies and activity synchronization. 

Software development is creative work, which means that a sin-

gle optimal solution may not exist, and progress towards comple-

tion can be difficult to estimate [11] . One reason for this is that

interdependencies between different pieces of work may be un-

known or challenging to identify, making it difficult to know who

should be involved in the work, and whether there is a correct or-

der in which parties should complete their own specialized work

[10] . 
Coordination in large-scale software development is of

aramount importance since the work is carried out simulta-

eously by many developers and development teams [12] . In

uch projects, interdependencies are more uncertain than in small

rojects; therefore, teams need to know who the experts are and

hich experts to contact, particularly when they are outside the

eam or even at a different site. Licorish and MacDonell [13] stud-

ed global software teams and found that the availability of experts

n teams’ networks was linked to project-level performance. 

Coordination can be either predefined or situated [14] . Pre-

efined coordination takes place prior to the situation being co-

rdinated. It typically consists of establishing written or unwrit-

en rules, routines, procedures, roles, and schedules. Situated co-

rdination, on the other hand, occurs when a situation is un-

nown and/or unanticipated. Those involved in the situation do

ot know in advance how they should contribute. They lack knowl-

dge of what to achieve, who does what, how the work should

e divided, in what sequence sub-activities should be done, and

hen to act. Consequently, in situated coordination, those in-

olved must improvise and coordinate their efforts in an ad hoc

anner. 

Software development projects, particularly large-scale efforts,

ave a mix of predefined and situated coordination. Involved teams

ay, for example, already know the goal and the working process

f the team, but they may not know who performs what outside

he team, or they may know who does what but not when it is

one. To compensate for a lack of predefined knowledge of how

he activities will actually occur, teams and team-members must

eep themselves updated on the status of the activity/situation to

etter understand who does what. Improving the knowledge trans-

ctions between team members and between teams by, for ex-

mple, co-location and meetings, can strengthen awareness of the

rocesses and activities. 

Naturally, when team members are in close proximity to one

nother, particularly when they are in the same room, they be-

ome more aware of other members’ work by seeing and over-

earing their activities [15] . In addition, during, for example, daily

eetings, team members constantly update each other on the sta-

us and become aware of the changes. However, putting every

ember of a large-scale project into the same room or the same

eeting is often problematic. Empirical cases, e.g., Boden et al.

16] , demonstrate the limitations of, for example, groupware tools,

n supporting knowledge management, if not grounded in the work

ractices of the communities they aim to support. Similarly, Paasi-

aara and Lassenius [17] describe a large-scale development ini-

iative at Ericsson, in which basic coordination mechanisms failed

o support the coordination of 40 teams in three sites. Instead,

nowledge sharing and work coordination in the Ericsson study

as enabled through a number of communities of practice, which

re known as groups in the organization that on a regular basis

hare a concern, or a set of problems [18] . Based on these find-

ngs, we propose that socialization-oriented coordination mecha-

isms are paramount in large-scale multi-team and multi-site en-

ironments. 

.2. Coordination by architecture 

Coordination by architecture is commonly used to minimize the

eed to coordinate between teams and across geographic, cultural,

nd language boundaries. Ovaska et al. [19] found that participants

n a large-scale distributed project coordinated their development

ork through software module interfaces. Relying on this strategy,

ach software modules could be developed separately, and thus the

oordination problems could be mitigated. 

However, experience shows that the effectiveness of coor-

ination by architecture is limited, since system modules are

ever truly independent. Development of technically interdepen-
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ent modules in isolation may lead to discrepancies, which of-

en remain hidden until integration [20] . Additionally, organiza-

ions that follow modularized development and assign the work

n a specific module to a single team, cultivate deeper specialized

nowledge about that module, rather than a broader knowledge

bout different parts of the system. This potentially leads to more

nowledge dependencies, if the modules have functional depen-

encies or complex integration points. Herbsleb et al. [20] . demon-

trated that modularization alone is insufficient to overcome the

hallenges, and architecture-based, plan-based, and process-based

oordination without the support of situated coordination is likely

o fail. 

One alternative to organizing the teams by modules in large-

cale software development is assigning team responsibility for

eatures. Coordination by features was explored by Paasivaara et al.

21] in a case study of large-scale globally distributed software de-

elopment project using Scrum. A feature in a large-scale project

an cover several sub-systems and modules. Paasivaara and col-

eagues found that the feature-based Scrum of Scrum meeting can

e a good coordination mechanism, because a small group of peo-

le with common interests and goals could share, discuss and even

olve problems together. 

.3. Coordination by networking 

Given the premise that it is impossible for a single individual to

ossess all the knowledge needed to work on a large-scale project

nd that situated coordination is paramount, software developers

nd software teams need to rely on knowledge resources embed-

ed within, available through, and derived from a network of re-

ationships, also known as social capital. Social capital is both the

etwork itself and the assets that may be mobilized through that

etwork [22] . Oliver et al. [23] refers to a knowledge network as a

etwork that facilitates learning and connects experts and novices

o support on-demand, continuous learning through group interac-

ion. 

As mentioned before, teams in large-scale projects often work

n isolation, while communicating and coordinating with the key

xperts in their network [7] . Therefore, coordination is needed on

ifferent levels: inside the team, among the teams, and between a

eam and the rest of the organization. In their systematic literature

eview, Mathieu et al. [24] conclude that a team’s centrality in an

nter-network is conducive to performance. Centrality appears to

rovide teams with advantages in terms of acquiring and applying

esources. The team has social capital both in terms of how it can

everage the social interaction within the team, and how it uses

he external contacts in its network to create value [25] . 

Social capital enables software teams to achieve results that

ould be impossible without it or could only be achieved at an

xtra cost for the development team [25] . Furthermore, because

ocial capital increases the efficiency of information diffusion, a

arge-scale project can have less redundancy in e.g., skills or roles,

f knowledge networks are cultivated; i.e., if the social capital is

trong. 

The value of social capital for a team and team members de-

ends on a number of factors, including the knowledge network

haracteristics. For example, Burt [6] suggests that poor commu-

ication and coordination within an established network leads to

oor performance. Groups working in isolation benefit least from

xternal networking. In contrast, cohesive groups are able to cir-

ulate the information gained from the knowledge network and

aximize their own performance. Characteristics of the knowledge

etwork surrounding a team also influence the value of social cap-

tal. One such factor is external contact redundancy. The same con-

acts lead to the same knowledge sources, resulting in redundancy.

ince networking requires time and effort, contact redundancy hin-
ers performance. Thus, for two knowledge networks of equal size,

he one with fewer redundant contacts will provide more benefits.

Network stability plays another important role. When people

eave the organization, their connection usually dissolves with

hatever social capital it contained [26] . It is fair to assume that

ther staff changes, e.g., team member rotations, promotions, and

elocations, also affect the social capital of the team(s). Further-

ore, different types of teams have different networking needs.

ewis [27] found that rich external knowledge networks are more

aluable to cross-functional teams working on unfamiliar tasks,

han to team members working on familiar and unrelated tasks.

he main reason is that it may be less critical for team members

n specialized teams, e.g., component teams, to integrate their ex-

ertise to perform well. 

Evidently, a large-scale software development project enables

he accumulation of social capital when its members are brought

ogether to undertake their primary task, supervise activities, and

oordinate work, particularly in contexts requiring mutual adjust-

ent, i.e., coordination by informal communication [28] . The role

f so-called “boundary spanners” is particularly important for con-

ecting the remote parts of organizational networks [16,29,30] .

urthermore, training mechanisms exist to accumulate the social

apital of software development teams at work. Certain develop-

ent approaches (e.g., agile software development) and develop-

ent practices (e.g., pair programming, daily meetings, and review

eetings) foster frequent networking and extensive interaction in-

ide the development teams. For example, Paasivaara and Lassenius

17] found that communities of practice (CoPs) and participation in

ifferent forums foster networking across development teams and

nits, as in large-scale development. Wohlin et al. [25] also empha-

ized that by investing in social capital, organizations can make the

pecialized or unique knowledge possessed by the few available to

he many. 

. Research methodology 

Our research is exploratory in nature [31] . To understand what

nfluences team knowledge networks and networking behavior, we

onducted a multi-case study of two large-scale software projects

n two software companies, Ericsson and ABB, with software de-

elopment teams as embedded units of analysis. 

.1. Case and subject selection 

We conducted an embedded case study [31] . The unit of anal-

sis was a development team in the context of a large-scale soft-

are project in a software-intensive company. As exploratory case-

ased research, our sample strategy was not to obtain accurate

tatistical evidence on the distribution of variables within a pop-

lation, as in hypothesis-testing studies, but rather to rely on the-

retical sampling [32] . From large-scale multi-site companies, we

elected software projects and development teams with overlap-

ing and complementary characteristics for the case study, to find

 broader range of factors contributing to networking behavior. 

ompanies: The companies were selected based on convenience

ampling. Both Ericsson and ABB have large-scale software devel-

pment projects with company sites in Sweden and at least one

ffshore location. In addition, the two companies are of polar types

hen it comes to working methods (agile versus traditional). Polar-

ty in case selection is likely to help extend the emergent findings

32] . 

arge-scale product development efforts: In each company, we

elected one large-scale distributed software project that fulfille d

he selection requirements, i.e., being a highly complex multi-

eam and multi-site endeavor. We evaluated complexity in terms

f the knowledge demands, which were impossible to fulfill by
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Table 1 

Survey participants. 

Teams Location Total team 

members 

Participated 

in the survey 

Response 

rate 

Ericsson E-SWE-1 Sweden 8 6 75% 

E-SWE-2 Sweden 7 5 71% 

E-SWE-3 Sweden 6 5 83% 

E-CHN-1 China 9 8 89% 

E-CHN-2 China 5 5 100% 

E-CHN-3 China 6 6 100% 

ABB A-SWE1-1 Sweden 1 5 5 100% 

A-SWE1-2 Sweden 1 6 4 67% 

A-SWE2 Sweden 2 5 5 100% 

A-IND India 18 12 67% 

75 61 81% 
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a single individual. Company representatives selected the candi-

date projects that fulfilled our requirements: multi-team, multi-site

projects concerned with maintaining and evolving complex soft-

ware systems. 

Teams: In each company, for each large-scale software project, a

selection of teams was identified and then analyzed. Since re-

search activities required significant involvement from the teams

and the researchers, we selected teams for analysis following the

maximum-variation strategy [31] . In both companies, we selected

teams from each of the main development locations. We selected

mature as well as relatively new teams, and teams working with

familiar and unfamiliar tasks. This sampling was done with the

help of company representatives. 

3.2. Data collection 

As part of the case study, we gathered rich empirical data

(see Table 2 ) from 65 survey responses, 31 interviews, 11 fo-

cus groups, and observations from visiting five different sites

(two in Ericsson and three in ABB). To improve the validity of

our findings, we strived for triangulation [31] . We collected data

through different means (aiming for methodological triangulation)

and from different roles in the development organizations (aim-

ing for data source triangulation). We also performed member-

checking [33] , i.e., we organized feedback sessions with all the

teams and the management, where we presented our findings to

obtain feedback on our interpretation of the findings, and derived

conclusions. 

3.2.1. Survey 

To answer our research question, we conducted a social net-

work analysis survey to measure and capture the structural rela-

tions of team members inside and outside the team. The survey

design was a partial replication of an empirical survey by Manteli

et al. [30] . The social network survey is available in Appendix 1 .

We asked respondents to identify people that they sent project-

related knowledge to, or retrieved knowledge from, as well as the

nature and content of the knowledge transferred or retrieved. The

respondents were asked to freely recall their contacts and fill in

the details about each contact in writing (on paper or electroni-

cally). Based on this, we obtained a directed knowledge network,

i.e., indicating the direction of the knowledge transfer, to or from

the team. 

Our sample included the teams that participated in the fo-

cus groups (see Table 2 ). The participation and response rates

for the survey are given in Table 1 . The networks included not

only participants of the survey, but also non-participants re-

called by the survey respondents, e.g., team members who did
ot participate, members of other teams, or those in supporting

oles. 

.2.2. Interviews 

Interviews were conducted in each company to understand the

ases and the history. We interviewed representatives from all sites

nd included different roles (31 interviews in total, see Table 2 for

etails). The interviews were one hour long, on average, and all

ut one interview was conducted in person. All interviews were

onducted in English and tape recorded. Interviews in Ericsson

ere transcribed, while interviews in ABB were analyzed using the

ecordings and notes written by the researchers. 

.2.3. Documentation 

The qualitative data was supplemented by documentation (see

able 2 ) that helped us to understand the software development

ontext, processes, and goals at both companies. 

.2.4. Observations 

Onsite visits were organized to all onshore and offshore sites

o better understand the environments in the different sites of the

wo companies. We visited Ericsson’s main Swedish site and ABB’s

ain Swedish site on multiple occasions. Two researchers paid a

ne-day visit to ABB’s other Swedish site. One researcher spent one

eek in ABB’s offshore site in India, and two researchers visited

ricsson’s Chinese site for one week. The observations made during

he visits were captured in the form of written notes. 

.2.5. Focus groups 

After the interviews, focus groups with development teams and

roups were organized in each of the companies. Focus groups

re used to quickly obtain information on emerging phenomena

hrough structured, moderated discussions with groups of practi-

ioners [34] . More importantly, focus groups help tap into a group’s

ollective memory by allowing participants to build on the re-

ponses of others, which leads to ideas and observations that

ight not emerge during individual interviews [34] . 

All focus groups followed a predefined structured agenda. In

ach focus group, we acquired information about the skills needed

or solving the team’s tasks, teamwork practices, interaction with

ther teams, roles, and communities, usefulness of the external-

zed knowledge, teams’ reliance on different types of knowledge

nd skills in their daily work, and the team’s perception of their

erformance. The focus groups were moderated by the researchers,

nd were two to three hours long. All focus groups in both com-

anies were recorded and later transcribed. 

.2.6. Feedback 

We presented the findings to the companies and teams as

 part of member-checking. Member-checking involved obtaining

eedback on our understanding of the networks and the knowledge

obilized through these networks, our interpretations made dur-

ng the data analysis, and perceived practical implications of the

ndings. Member-checking helps reduce many types of threats to

alidity, since both the respondents and the researcher can look

hrough the material [35] . Presentation of the findings made the

ubjects feel as being part of the process. Presenting the findings

s also very important in situations where the findings may have

n impact on the way the practitioners work [36] . 

Interestingly, during the presentations, we received more feed-

ack from the managers than the teams. The feedback contained

xplanations for certain findings, reflections on whether the find-

ngs confirmed the beliefs of the managers and team members,

nd what they thought was surprising or unexpected in the find-

ngs. We referred to the feedback received from the companies in



D. Šmite et al. / Information and Software Technology 86 (2017) 71–86 75 

Table 2 

Empirical data collection and analysis. 

Ericsson 

Activity Location Time Participants Researchers ∗ Data gathered 

Survey Sweden Apr 2014 3 Swedish feature teams, 16 participants A1, A2, A3 Individual networks, purpose of 

communication, and availability scores China Mar 2014 3 Chinese feature teams, 19 participants A1, A2, A3 

Interviews Sweden Aug 2013 7 interviews, incl. an agile coach, 

planning manager, product manager, 

release manager, two design owners, 

system owner, system architect, and 

three technical experts (TARs). 

A1, A2 Description of the system, roadmap 

planning, assignment of the tasks to 

the teams, mechanisms for quality 

control, and administrative 

coordination. 

China Mar 2014 8 interviews, incl. an agile coach, team 

responsible manager, two operational 

product owners, TAR, previous system 

owner, and node architect. One Chinese 

TAR was interviewed by phone. 

A1, A2 

Documentation Sweden, 

China 

May 2013–

May 2014 

System descriptions, specific role 

descriptions, list of team members, 

years of experience in the company, 

and process descriptions 

– Context of software development 

activities and team information 

Observations Sweden Aug 2013–

Sep 2014 

Several office visits A1, A2, A3, A4 Context information for the teams’ work 

coordination, office layout 

China Mar 2014 A week long office visit, observations of 5 

daily Scrum meetings 

A1, A2 

Focus groups Sweden Oct 2013 3 Swedish feature teams A1, A2 Knowledge needs for feature 

development, presence of the 

knowledge in teams, external 

interaction, and externalized 

knowledge. Scores for reliance on 

different sources. 

China Mar 2014 3 Chinese feature teams A1, A2 

ABB 

Activity Location Time Participants Researchers ∗ Data gathered 

Survey Sweden 1 Feb 2014 2 teams, 9 participants A1, A2, A3 Individual networks, purpose of 

communication, and availability scores Sweden 2 Feb 2014 1 team, 5 participants A1, A2, A3 

India Jul 2014 Group of developers, 12 participants A1, A2, A3 

Interviews Sweden 1 Aug 2013 6 interviews, incl. the system architect, 

testing and support manager, product 

manager, team lead, project manager, 

and visiting senior developer from 

India. 

A1, A2, A4 Description of the system, projects’ 

planning, development processes, and 

mechanisms for quality control 

Sweden 2 Feb 2014 3 interviews, incl. a unit manager, project 

manager, and team lead 

A1, A3 

India Jul 2014 8 interviews, incl. a unit manager (2 

times), project manager, 2 technical 

coordinators, and 3 developers (junior, 

experienced, and regular). 

A3 

Documentation Sweden, 

India 

Oct 2013–

Sep 2014 

System descriptions, specific role 

descriptions, list of team members, 

years of experience in the company, 

and process descriptions 

– Context of software development 

activities and team information 

Observations Sweden 1 Oct 2013 Office visit with an excursion, multiple 

visits 

A1, A2, A3, A4 Context information for the teams’ work 

coordination, office layout 

Sweden 2 Feb 2014 Office visit with an excursion A1, A3 

India Jul 2014 Week-long office visit A3 

Focus groups Sweden 1 Feb 2014 2 teams in the main Swedish location A1, A3 Knowledge needs for feature 

development, presence of the 

knowledge in teams, external 

interaction, and externalized 

knowledge. Scores for reliance on 

different sources. 

Sweden 2 Feb 2014 The only team in the other Swedish 

location 

A1, A3 

India Jul 2014 Joint session with both groups of 

developers 

A3 

∗ This column refers to the authors’ participation in the data collection; the first author is A1, the second author is A2, and so forth. 
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he result narratives, whenever we found it useful to explain cer-

ain observations. Finally, we sent the manuscript of this paper to

he company representatives to verify the accuracy of our descrip-

ion of the context. 

.3. Data analysis 

We started with a within-case analysis, which was conducted

n multiple levels—team, site, and organizational—before moving

o a cross-company analysis, as suggested by Eisenhardt [32] . First,
e constructed knowledge networks for each team based on the

urvey data. Special preparations were performed to analyze the

urvey data. 

Survey data preparation was needed to ensure the reliability

nd quality of the obtained dataset. The first and third authors

arefully screened the individual responses, which included clarify-

ng the names and roles of each network contact, clarifying unclear

esponses (e.g., unknown abbreviations of roles, processes, or sub-

ystems), and removing invalid responses. We also merged recip-



76 D. Šmite et al. / Information and Software Technology 86 (2017) 71–86 

Fig. 1. Example: Team network visualization and measures. 
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rocal relations. In a reciprocal relation, Person A identifies Person

B as a knowledge-sharing contact, and Person B likewise identi-

fies Person A. Both Person A and Person B reported the purpose of

the knowledge relation between each other; we merged them by

semantically combining the answers and averaging the interaction

frequency. Finally, we transformed the data to reflect the knowl-

edge flows, i.e., directed connections in terms of incoming, outgo-

ing, and exchange flows between two contacts in the network, in-

stead of the direction of the survey responses, i.e., who referred to

whom. 

Survey data analysis aimed to understand an individual team’s

networking behavior. We started by deriving the purpose of the

knowledge flows. During this process, we learned that respondents

regarded very different information types as the knowledge impor-

tant for their job. Hence, we classified the responses into the fol-

lowing categories: 

• Product-related knowledge includes knowledge about program

properties, existing architecture, concept location within the

code, etc. [29] ; 
• Process-related knowledge includes knowledge about coding

conventions, development tools, ways of working, and skills

[29] ; and 

• Project-related work coordination includes information about

project milestones, delivery schedules, progress updates, re-

views, and inspections [37] . 

In Fig. 1 , an example of the outcome of our analysis is visu-

alized. For each team, we calculated the total number of exter-

nal contacts and external connections (knowledge flows). We noted

the purpose of the knowledge flows as being related to the product

knowledge, process knowledge, or work coordination. In our anal-

ysis, we also separated incoming, outgoing, and exchange flows. Fi-

nally, we constructed table summaries, in which we visualized the

most and least common flows as a heat map (the frequency in-

crease of a knowledge flow is visualized by a darker color of table

cell (see our example in Fig. 1 ). 

Survey data visualization was performed using Gephi, 1 which

is an open source software for visualization and analysis of so-

cial networks. Network graph layouts were constructed using the
1 Gephi is maintained by Gephi Consortium, https://gephi.github.io . 

t  

S  

y

orce-Atlas-2 algorithm, which is a simple spatialization algorithm

or large network visualizaiton proposed by the Gephi team. 

Within-case analysis included a qualitative analysis of the tran-

cribed data and aimed to better understand teams’ knowledge

etworks and networking behavior. Based on the focus group data,

eams’ self-reported characteristics, observation notes, and survey

ata analysis (as described above), we created detailed case write-

ps, which were central to the generation of insights [32] . The

ompanies’ representatives verified the accuracy of the narratives. 

Cross-case analysis targeted cross-team, cross-site, and then

ross-company comparisons. We started by comparing the con-

tructed knowledge networks, and then thematically analyzed

eam descriptions in search of patterns. Since the way team

orked varied across sites, and even more across companies, we

lso created project-level write-ups. The cross-company analysis

as highly iterative and led to refinements of the concept defi-

itions due to differences in terminology across teams, sites, and

ompanies, and because related categories could be merged under

ore general concepts. This is not uncommon in pattern gener-

tion according to Eisenhardt [32] who suggests that researchers

hall apply cross-case searching tactics to look at the different cat-

gories or dimensions, determine similarities and differences, and

etect the emerging patterns. 

For example, what later emerged as “having an expert in the

eam” was first identified in Ericsson’s case as technical area re-

ponsible developers (TARs), who acted as knowledge hubs and

ere in some cases members of a team. TARs had a set of formal

esponsibilities and dedicated time for networking. ABB had no for-

al experts in the same sense as in Ericsson; thus, our analysis of

he expert structure was triggered by the findings from the cross-

ompany analysis. We performed an additional inquiry and learned

hat ABB teams rely primarily on informal experts who do not have

ormal role descriptions; only after we presented our preliminary

ndings was the formal role of Technical Coordinators introduced

n the Indian site. 

The emergent explanations and determinants of the team net-

orks were summarized in the form of team profiles (see Tables

 and 6 in the findings). When profiling the teams, we also com-

ared the emergent concepts with existing research that identified

hat determines the external network size and networking behav-

or of a team. Some factors were consonant with related literature,

.g., company experience [37] , task complexity, and task familiarity

6] , while other factors were case-specific. 

To help with hypothesis generation [32] , we summarized our

ndings in the form of a relation model, in which emergent fac-

ors are linked with the teams’ external knowledge networks and

etworking behavior ( Fig. 5 ). The factors included in the model

ame from multiple data sources (mentioned by more than one

eam). 

. Findings 

In this section, we present our findings in the two case projects.

n each case, we start with a detailed project description (the Eric-

son case in Section 4.1 and the ABB case in Section 4.3 ). For each

ompany, we describe the product under development, the soft-

are development process, and how the teams were organized.

ase descriptions serve the purpose of putting our findings in

ontext; thus, clarifying the validity and applicability of our con-

lusions. We continue by presenting the teams’ knowledge net-

orks, network characteristics, and knowledge flows in light of

he context (the Ericsson case in Section 4.2 and the ABB case in

ection 4.4 ). We conclude our findings with a cross-company anal-

sis ( Section 4.5 ). 

https://gephi.github.io
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Table 3 

Teams’ profiles. 

Teams Location Team 

members 

Expert in 

the team 

Company 

experience 

(average) 

Team 

experience 

(average) 

Type of team Task 

familiarity 

Task 

complexity 

Approach to solving 

simple or familiar 

tasks 

Approach to 

solving complex 

or unfamiliar 

tasks 

Participation 

in forums 

and CoPs 

E-SWE-1 Sweden 8 No 12.3 years 2.1 years Cross-functional 

feature team 

Unfamiliar High Human capital Social capital Often 

E-SWE-2 Sweden 7 Yes 9.6 years 1.6 years Varying Varying Social capital Social capital Sometimes 

E-SWE-3 Sweden 6 Yes 13.3 years 2.3 years Familiar Varying Human capital Org. capital Sometimes 

E-CHN-1 China 9 Yes 2 years 2 years Familiar Low Human capital Social capital Seldom 

E-CHN-2 China 5 No 2.8 years 2.2 years Familiar Low Human capital Social capital Seldom 

E-CHN-3 China 6 No 2.2 years 0.9 years Unfamiliar Low Human capital Social capital Seldom 
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.1. Ericsson case description 

Ericsson is a leading provider of telecommunication systems

nd equipment for mobile and fixed network operators. The com-

any develops generic software products offered to an open market

nd complex compound systems with customized versions. 

.1.1. Studied project 

The project under study was a distributed development effort

f one of 30 sub-systems belonging to a large software-intensive

roduct accounting for more than many-million lines of code writ-

en in different programming languages. The studied product was

n the market for more than five years, and at the time of inves-

igation contained 14 components and interacted with eight differ-

nt sub-systems. The number of developers working on the project

rew from eight developers in 2007 to 30 developers in 2009, and

caled up to around 60 developers by 2013. In early 2014, there

ere five in-house teams in Sweden, eight in-house teams and two

utsourcing teams in China, as well as two in-house Korean teams.

.1.2. Development approach and knowledge needs 

Agile and Scrum have been practiced since 2008, and the

roject was organized in seventeen self-managing cross-functional

eature teams comprised of members with different roles. In most

ases, features were handled by one team, and represented a piece

f functionality or a requirement requested by the system owner.

eatures can address enhancements required by the telecommu-

ication standards, customer specific requirements, and evolution-

ased enhancements. Notably, features are domain specific; thus,

articular domain knowledge is needed to be able to perform a

ask. Over time, a team develops a specialization in a certain type

f features, which can be associated with, but are not limited to,

ystem functionality, system layers, or components. Features also

iffer by complexity. The most complex features require changes

n several parts of the complete system. Implementing such com-

lex features puts high demands on the team and the knowledge

ossessed by or accessible to them. Occasionally, an existing team

hanges its specialization and learns a new type of features. 

Bug fixing is a rotating task. A team may spend up to half a year

n bug-fixing, simultaneously broadening their expertise, because

hey must work in several parts of the complete system when

xing a bug. In addition, teams working for a specific customer

re often required to have a broader expertise to be able to com-

lete any feature or bug fix in the sub-system. A team’s work on

 feature starts by receiving a high-level description and contin-

es with a so-called “sprint zero,” in which team members work

losely together on designing the feature, followed by the demo

f the feature design, development, and delivery. Technical-area-

esponsible developers (TARs) play an important role in consulting

eature teams and approving feature solutions. These are the most

enior developers responsible for a system area, and spend 50% of

heir time sharing their knowledge, supporting teams on techni-
al questions, performing code reviews, and approving feature so-

utions. The rest of the time, a TAR is a team member. 

.1.3. Teams and teamwork characteristics 

We studied six Ericsson teams—three from the Swedish site (E-

WE-1, E-SWE-2, and E-SWE-3) and three from the company’s Chi-

ese site (E-CHN-1, E-CHN-2, and E-CHN-3). The team profiles are

resented in Table 3 . 

Experience: From the profiles, we observe that the Swedish

eams can be generally characterized by their long company ex-

erience (around 10 years on average). The experience of working

ogether in the team varies. In contrast to the Swedish teams, the

hinese teams are composed of members with less company ex-

erience (only two to three years on average). Two of the Chinese

eams have had occasional member changes and have operated to-

ether for two years, while team E-CHN-3 is the most immature

eam, with less than a year’s joint work experience. Finally, two

wedish teams (E-SWE-2 and E-SWE-3) and one Chinese team (E-

HN-1) have TARs working 50% in the team. 

Approach to solving tasks: Most teams are working with fa-

iliar tasks, and either rely on their own knowledge and skills

human capital) or teamwork (social capital). Teamwork and net-

orking with experts are paramount to overcoming complexity or

 lack of knowledge. Team E-SWE-1 is an experienced team that

as been recently assigned a new type of feature and is, therefore,

urrently performing unfamiliar tasks. Team E-SWE-2 is working

oward a specific customer, meaning that they need to work on a

arge part of the system; hence, the task familiarity varies. Team E-

HN-3 is a new team; therefore, the tasks are unfamiliar for most

f the team members. 

Task complexity also differs. The Chinese teams and Team E-

WE-3 are working on relatively simple features, while Teams E-

WE-1, E-SWE-2, and part of E-SWE-3 are assigned more com-

lex tasks. While teams E-SWE-1, E-SWE-2, E-CHN-1, E-CHN-2, and

-CHN-3 regarded team discussions and networking with others as

heir main approach to problem solving, Team E-SWE-3 revealed

hat communication played a background role. In areas where

eam members were lacking knowledge, they primarily relied on

ocumentation and source code (organizational capital), while re-

ying on individual skills when working on familiar or simple tasks.

Participation in forums and CoPs: Finally, we asked the teams

o describe their participation in different forums and communities

f practice (CoPs) to learn about their networking habits. We found

hat the Swedish teams have a tradition of attending disciplined

oPs, although some teams are more active than others, while in

hina such forums are less attended. 

The network graphs from the social-network analysis survey at

ricsson are shown in Fig. 2 . The black dots and lines in the fig-

re represent respective team members and team internal connec-

ions, while the grey dots are team contacts—supporting roles and

ther team members from any location. External network size and

nowledge flows can be found in Tables 3 and 4 . 
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E-SWE-1      E-SWE-2    E-SWE-3   E-CHN-1    E-CHN-2   E-CHN-3
Fig. 2. Ericsson teams’ knowledge networks. 

Table 4 

Teams’ network characteristics. 

Team Number of team 

members 

Respondents External network size 

Total Average per 

respondent 

E-SWE-1 8 6 48 13 .2 

E-SWE-2 7 5 26 5 .8 

E-SWE-3 6 5 25 5 .6 

E-CHN-1 9 8 21 4 .9 

E-CHN-2 5 5 29 7 .6 

E-CHN-3 6 6 11 3 .3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5 

Teams’ knowledge flows – networking patterns. 
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4.2. Networking behavior in the Ericsson case 

In this sub-section, we present our findings regarding the team

networking behavior. We describe the team external network mea-

sures: network size and networking patterns. 

4.2.1. External network size 

From the external network size measure, we learn that Swedish

Team E-SWE-1 has the largest network, Chinese Team E-CHN-3 has

the smallest network, while the other teams have approximately

the same average network size. Teams have different contacts in

their networks. Evidently, software teams in large-scale projects at

Ericsson are supported by a large number of roles, including ar-

chitects, TARs, informal technical experts, line managers, product

owners, operative product owners, system managers, configura-

tion managers, testing-framework experts, continuous-integration

experts, agile coaches, and integration leaders. Further, teams also

interact with members of other teams. However, when asked about

the expected team external-network size during the feedback ses-

sions, the managers at Ericsson suggested it would be around 10

contacts. In fact, since the amount of networking was underesti-

mated, the company environment did not satisfy all the needs of

the teams. In the focus groups, teams complained about the lack

of dedicated rooms and inability to have ad hoc meetings due to

working in an open-space environment and an unwillingness to

disturb others at work. As a developer from Team E-SWE-1 said:

“If you can’t book a meeting [well in advance], it becomes harder to

[collaborate].”

The selection of teams in different locations also allowed us to

compare teams with different backgrounds. In focus groups with

the teams and feedback sessions with the Chinese managers, we

received a few explanations of networking in China pointing to cul-

tural differences. Chinese teams were said to prioritize networking

within the team over interactions with people outside the team,

because supporting their own team was seen as paramount. The

developers explained that delivering value for the company in the

form of good quality and new features was seen as most impor-
ant, and networking not directly supporting this goal was not a

riority. This is also evidenced in the required improvements, as

eported by Team E-CHN-2 and E-CHN-3. Both teams confessed

hat they should work more on interacting with people outside of

he team, while E-CHN-1 stated that they do not interact much

ith other teams beyond the joint-feature work. Language barri-

rs between China and Sweden, some people being shy, and newly

ired people without a network were given as additional explana-

ions for why some Chinese team members had a small network.

his suggests that networking practices could be rooted in culture.

.2.2. Networking patterns 

When analyzing knowledge flows (how the network is used),

e found that teams depended on diverse knowledge pulled,

ushed, and shared in their networks, i.e. product knowledge, pro-

ess knowledge, and knowledge related to work coordination. In

able 5 , we classify the teams’ knowledge flows in terms of the

etworking purpose and use a heat map to distinguish between

he patterns— darker colors show the most common flows and

ighter colors show the least common flows. Note that we use per-

entages, and thus do not compare the actual number of flows

cross teams. Moreover, we cannot say anything about the amount

f communication, since some of the contacts in the network are

ore frequent than others. 

Scouting for product knowledge in new teams: Team E-CHN-3

as a newly founded team. During the team retrospective, many

eferred to the team as consisting of young graduates with lit-

le or no experience, meaning there was not much knowledge or

onnections in the organization. As someone said: “We know we
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hould communicate with other people, but we don’t know how

o communicate efficiently.” As a consequence, their network was

mall, there were no outgoing knowledge flows and the vast ma-

ority of the reported knowledge flows were incoming (65%). The

eam members reported receiving product-related knowledge, tips,

nd tricks from their peers from other teams, as well as procedural

irectives and suggestions from supporting roles. 

Scouting for product knowledge in mature teams: Due to the

arge product size and changing needs for development efforts,

eams need to learn new product areas. As someone said, “There

re around 30 sub-systems [in the complete product] and two-three

ngineers have worked in 20 subsystems. They are exceptions. Most

re working in four-five … I would say that no one in the organiza-

ion, even senior architects, understands the complete product.” We

ound that even the team with long company experience (Team

-SWE-1) depended on product knowledge pulled from the net-

ork of formal and informal experts when working on complex

r unfamiliar tasks. Teams with short company experience (Teams

-CHN-1, E-CHN-2, and particularly E-CHN-3) scouted for prod-

ct knowledge to perform the tasks, usually approaching the for-

al experts (TARs). Developers with limited experience mentioned

eeking knowledge about the sub-system’s architecture and code,

nowledge about related sub-systems, and knowledge of different

elecommunication protocols and standards. Evidently, all teams

hat reported teamwork and networking as their primary approach

o solving complex tasks reported a relatively high number of

ncoming-product knowledge flows (22% for E-SWE-1, 30% for E-

HN-1, 36% for E-CHN-2 and 65% for E-CHN-3), while Team E-

WE-3, which relied on documentation and source code, did not

only 3% of all networking connections were incoming knowledge

ows). 

Bridging product knowledge: Formal technical experts (TARs) in

he team play the role of bridges and product-knowledge hubs for

ther teams, and are the ones behind the outgoing flows in Teams

-SWE-2, E-SWE-3, and E-CHN-1. They provide product knowledge

or the teams working on modules, which are part of their respon-

ibility. From the survey, we found that teams with a TAR scouted

ess for product knowledge, indicating that when a TAR was part

f the team, he or she acted as a knowledge hub for the team. 

TARs were found to be critical for the Chinese teams. A mem-

er from Team E-CHN-2 commented: “For us designers, the most

requent persons we interact with outside the team are the TARs.” Si-

ultaneously, we found that TARs could delay teams when the ex-

erts disagreed. As a member from Team E-SWE-1 stated: “When

ou have different TARs, they have different opinions.” Team E-SWE-

 discussed a number of frictions with the TARs, which demon-

trated that the TARs have questioned their competence and de-

ayed their progress. When asked what would happen if TARs did

ot exist, someone from Team E-SWE-1 said, “The code would be

ess structured,” and another commented, “I think that we would

urvive that change; I think that we would be better,” and another

aid, “Will be faster.”

Receiving process-related advice: Team E-CHN-3 reported re-

eiving a lot of guidance from the line managers, product owners

nd other roles in terms of how to perform their work (23% of

ll networking connections). Despite the availability of documen-

ation, those who are new to the company corporate culture and

ays of working are often mentored and receive a lot of advice. As

 member of Team E-CHN-3 said: “I am adjusting to this new or-

anization. The first week I’ m here, I read quite a lot of documents

bout the process […] So, probably, at this point, I got a lot of knowl-

dge. But not all the knowledge”, and another member continues

Yes, several teams have told us the same. It’s a lot of communica-

ion with different [roles]” . 

Sharing know-how: The Swedish teams reported having a large

mount of networking dedicated to exchanging know-how infor-
ation and discussing ways to work with people in other teams

37% in E-SWE-1, 22% in E-SWE-2 and 17% in E-SWE-3). This

ostly happens in disciplined forums as CoPs, and through per-

onal links. One reason for the need to discuss working methods

s that the process information is spread across multiple systems.

his can be illustrated by the following quote: “… you often get

updates] in the mail and if you are happy or lucky then they are also

pdated on a webpage or a wiki page somewhere. It ́s very hard to

find the information].”

Work-related knowledge coordination: Work coordination oc- 

upied a substantial part of networking involving product owners,

ther teams, and in the case of the Chinese teams, system analysts

ho work outside the teams (above 20% in four out of six teams,

nd as high as 46% in E-CHN-1). The coordination was related to

equirements, technical and managerial dependencies, and deliver-

bles. For example, several members from Team E-SWE-1 main-

ained links with the supporting teams and roles responsible for

esting processes and tools by reporting problems, obtaining up-

ates, and providing feedback on solutions. Team E-SWE-2 and E-

HN-3 had less such networking (14% and 4% respectively). Team

-SWE-2 was working towards a specific customer and less with

thers, while Team E-CHN-3 was new and thus worked in relative

solation. 

.3. ABB case description 

ABB is a large international company developing complex em-

edded systems for power and automation solutions. Systems in

he safety-critical portfolio are developed following a traditional

lan-driven software development methodology, in which pre-

ictability and control are important. 

.3.1. Studied project 

The project under study was a complex software-intensive sys-

em containing a number of components consisting of many-

illion lines of code written in several programming languages. At

he time of investigation, the system had been evolving for over

 decade. In early 2014, the work was distributed across two sites

n Sweden and one site in India, all branches of ABB. The Swedish

ite, referred to as Sweden 1 in the findings, is responsible for the

roduct. In general, there are six software teams at the main de-

elopment site in Sweden (referred to as Sweden 1), a software

eam in the second site in Sweden (referred to as Sweden 2), and

 group of developers in India. Both Swedish sites were engaged in

he system development from the very beginning, while the Indian

ite joined in 2006. 

.3.2. Development approach and knowledge needs 

At ABB, heavy emphasis is placed on product and process qual-

ty, and a V-model development methodology is put in practice,

n which tasks are structured and project members’ roles are task-

pecific. Development work is organized in projects, which can in-

lude new system generation, new functionality development, roll-

ps of large maintenance projects, and pure maintenance projects.

he teams are disciplined teams comprised of programmers and

ed by a team lead. Each team specializes in a particular part of

he system, i.e., a system component. A good developer is said to

ave only a 50% overview of the system. One system architect said:

It requires at least three years to get to know the code base.” Team

embers may be involved simultaneously in several projects. The

eam responsible for the corresponding part of the system usually

xes the bugs. However, locating a bug in the system can be chal-

enging. A complex trouble report may require a special task force

onsisting of experts from different teams to locate the bug and

x it. This is mainly due to the system knowledge differentiated

cross multiple disciplined teams. 
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Table 6 

Teams’ profiles. 

Teams Location Team / 

group 

members 

Expert in 

the team 

Company 

experience 

(average) 

Type of team Task 

familiarity 

Task 

complexity 

Approach to solving 

simple or familiar 

tasks 

Approach to 

solving complex 

or unfamiliar 

tasks 

Participation 

in forums 

and CoPs 

A-SWE1-1 Sweden 1 5 No 8 years Disciplined 

component 

teams / 

group 

Familiar Medium Org. capital Org. capital No 

A-SWE1-2 Sweden 1 6 Yes 11.3 years Familiar Medium Social capital Social capital No 

A-SWE2 Sweden 2 5 Yes 17.2 years Familiar Medium Org. capital Org. capital Seldom 

A-IND India 18 Yes 4.6 years Unfamiliar Low Human capital Social capital No 
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Fig. 3. ABB teams’ knowledge networks. 

Table 7 

Teams’ network characteristics. 

Teams Team members Respondents External network size 

Total 

Average per 

respondent 

A-SWE1-1 5 5 19 6 .4 

A-SWE1-2 6 4 23 7 .8 

A-SWE2 5 5 28 5 .6 

A-IND 18 12 14 1 .7 
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l  
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s  

y  

n

 

F

ABB practices detailed up-front design in which only selected

team members are involved, forming a virtual design team. When

the development projects start, the work is usually well specified

and coordinated through team leads, who further assign the tasks

to individual team members. The role of each site is determined

by the component specialization. Software projects are usually led

from Sweden 1 (the main location), while hardware projects are

led from Sweden 2. There are a number of senior developers in

both Swedish locations who are frequently contacted for consulta-

tion. To support cross-site coordination, the most senior developers

in India have been appointed as technical coordinators. 

4.3.3. Teams and teamwork characteristics 

In ABB, we studied three Swedish teams from two locations

(Team A-SWE1-1, A-SWE1-2, and A-SWE2) and a large group of

developers in India (A-IND). It is important to note that the In-

dian group is not formed as a team, but rather as a working

group. Therefore, the team-level findings from A-IND are not di-

rectly comparable with those from the teams. The units studied in

ABB are profiled in Table 6 . 

Experience: Developer experience at ABB differs across loca-

tions: the company experience in Sweden is significantly higher

than that in India (approx. 8, 11, and 17 years on average versus

less than 5 years). 

Tasks: Work organization within the teams differs. In teams A-

SWE1-1 and A-SWE2, team members know a certain part of the

code and usually only receive tasks within their own specialization.

Redundant knowledge in these teams is therefore rare, and collab-

orative development work is generally not common. In contrast,

members of Team A-SWE1-2 are expected to be able to work on

diverse tasks, and knowledge redundancy is therefore built inten-

tionally. This subsequently requires more collaboration among the

team members. The complexity of the tasks assigned to Swedish

teams is perceived to be of medium difficulty and most of these

tasks are familiar for the teams. 

Indian developers are responsible for the development and

maintenance of two types of software protocols that are respon-

sible for interaction between components; this work is regarded

as low complexity. We also learned that software protocol work is

quite isolated and requires only one or two developers per pro-

tocol. Each protocol might be completely different, which means

that the knowledge needed to develop a protocol is more spe-

cialized and cannot be fully reused or useful for others. However,

we learned that developers often changed their specialization, and

knowledge redundancy was built intentionally, to prevent the loss

of knowledge due to employee turnover. Given the frequent staff

changes, the level of familiarity with the tasks was said to be low. 

Reliance: During the focus groups, we learned that when solv-

ing complex tasks, the teams relied on a variety of strategies.

Teams A-SWE1-1 and A-SWE2 primarily relied on the source code

and documentation, i.e., organizational capital, while Team A-

SWE1-2 and Group A-IND relied on teamwork and networking, i.e.,

social capital. Interestingly, most Indian developers perceived that

the importance of social capital grows as the task complexity in-
reases, admitting that simple tasks could be handled relying on

heir own skills, i.e., human capital. 

Participation in forums and CoPs: During the interviews, we

earned that there were no institutionalized regular meeting fo-

ums for development teams. However, Team A-SWE2 mentioned

everal interest groups, e.g., an architecture group and static anal-

sis group, in which those interested occasionally organized semi-

ars to discuss, e.g., tools, to be used in development. 

The team networks based on the survey data can be found in

ig. 3 , and network characteristics are in Table 7 . 
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Table 8 

Teams’ knowledge flows – networking patterns. 
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.4. ABB networking behavior 

.4.1. External network size 

We found that the network sizes at ABB were comparable to

hose reported in Ericsson (based on the average contacts per re-

pondent), and so were the expected team external-network sizes,

.e., the managers suggested they would include around 10 con-

acts. In practice, team members in ABB interacted with project

anagers, product managers, safety engineers, configuration man-

gers, technical experts, testers, and members of other teams.

hen looking at cross-site connections, it is worth noting that

hese were found primarily between the two Swedish sites. We

lso observed a trend towards the central development location.

eams A-SWE1-1 and A-SWE1-2, situated in the main Swedish site,

rimarily had local contacts, while the number of remote contacts

n Team A-SWE2 and Group A-IND was higher than the number

f local contacts. Notably, the Indian group in general had a small

xternal network, and mostly networked internally. 

.4.2. Networking patterns 

The classification of knowledge flows at ABB, in terms of prod-

ct knowledge, process knowledge, and knowledge related to work

oordination, is summarized in Table 8 . The identified networking

atterns at ABB are described next. 

Sharing product knowledge: Networking at ABB primarily con-

erns product-related knowledge exchange (above 20% of all net-

orking connections and as high as 54% for A-SWE1-2). In par-

icular, we learned that members from different teams exchanged

roduct-related knowledge regarding interdependent components. 

eam A-SWE1-2 reported that they communicated frequently with

ne other team and discussed component configuration, bugs,

ommunication parameters, and intended product behavior. The

eam lead from Team A-SWE1-1 commented on the need for col-

aboration related to product interfaces: “I think almost all tasks re-

uire interaction with others in the team or with other teams in [the

ame location]. That is a common method of working and it works

icely.”

Coordination also happens across sites. A member of Team A-

WE1-2 explained: “We have the [A-SWE2] team in [Sweden 2] and

lso two other teams, so we have a lot of communication between

two components]. So sometimes, we have to discuss how the sys-

em should behave.” Cross-site interaction is supported by video-

onferencing facilities; however, the teams confessed that it was

ifficult to have unplanned meetings since the video-conference

ooms were frequently fully booked. 

Scouting for product knowledge: was more important in the

econd development sites (29% of all connections in A-SWE2 and

9% in A-IND), and not in the main Swedish site (Sweden 1). This

ight be an impact of distance, when offshore sites perceive them-
elves more on the receiving end when requesting knowledge via

lectronic means of communication, while the onshore employees

ave a perception of mutually exchange the knowledge in a dis-

ussion or a face-to-face meeting. Interestingly, all of the Swedish

eams reported receiving questions from India and sharing their

roduct knowledge. In Team A-SWE2, this even required one ded-

cated engineer. 

Work-related knowledge coordination: We found work- 

oordination exchange flows to be an important part of network-

ng, primarily in Teams A-SWE1-1 (43%) and A-SWE1-2 (40%)

rom the main Swedish site. These teams reported a necessity

o coordinate with other teams in the same location that were

eveloping hardware and low-level software. 

.5. Cross-company analysis 

In this section, we analyze the findings from the two cases in

ight of the context similarities and differences. 

Both Ericsson and ABB had large-scale software development

rojects involving Sweden and at least one company-internal off-

hore location. While the sourcing setup was the same, we found

ifferences in the ways of working and the team setup. The project

tudied in Ericsson followed agile methods, while the project

tudied in ABB followed a more traditional plan-driven software-

evelopment approach. Ericsson employed cross-functional feature 

eams, while ABB employed disciplined component teams (teams

onsisted of programmers, while testers and other roles were allo-

ated outside of the team). 

While the software development method and the task strategy

aried, we found that the team knowledge networks varied more

ithin the same large-scale software project than across the com-

anies. The networks studied in Ericsson and ABB were generally

uite similar in terms of network size (as seen in Tables 4 and 7 ).

n our feedback sessions, managers from both companies estimated

hat a team would have around 10 contacts in their networks. Our

ndings surprised them. We found that most of the teams in both

ompanies had six to eight contacts reported per respondent with

alf of these contacts being unique, resulting in a two and a half

imes larger external network than the managers were aware of. 

While the number of years in the company (see team profiles

n Tables 3 and 6 ) clearly influenced the social network of an in-

ividual, we found people with long experience having small net-

orks and people with short company and team experience inter-

cting with a large network. One Ericsson team (Team E-SWE-1),

ith long company experience and working on complex and unfa-

iliar tasks, had an exceptionally large network (13 contacts and

1 knowledge flows reported per respondent). None of the teams

n ABB had a comparably large network. However, we found teams

ith small networks in both companies; e.g., the newly established

hinese team in Ericsson (Team E-CHN-3) and the relatively iso-

ated group of Indian developers in ABB (Group A-IND). 

While the managers were not aware of the role and importance

f the teams’ networks, both organizations had several mech-

nisms to enable and strengthen networking. During the focus

roups, we obtained the team opinion and feedback on the effi-

iency of these mechanisms: 

• Technical experts: Both formal and informal experts supported

the teams when solving tasks, including the TARs in Ericsson

who typically spent 50% of their time supporting other teams,

Technical Coordinators in the Indian site at ABB, and senior

developers in Sweden who supported other developers. These

technical experts had a very large network and acted as bridge-

heads. 

While teams within and across the two Swedish sites at ABB

interacted actively, we learned that the absence of appointed
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experts led to miscommunication and delays in coordination

with the offshore site, because the Indian developers did not

know whom to contact in Sweden. While there was little di-

rect communication between the developers in India and Swe-

den, Technical Coordinators were introduced in India to act as

liaisons, who maintained continuous communication with the

remote sites and spread the awareness of who the Swedish ex-

perts were. 

While there are many benefits of having appointed experts, we

learned that there are also a few challenges. For example, an

experienced team might not necessarily benefit from the ne-

cessity to seek formal expert approval on all their decisions. An

experienced team with a large network and confidence in its

own ability to provide a high quality solution, complained that

TARs decreased their efficiency and autonomy. Another poten-

tial drawback of a formal expert structure is that a team with

an expert member might rely on the expert’s knowledge net-

work, and, hence, the team members would interact less on

their own. In our study, this was particularly evidenced in ABB,

where one senior developer funneled the information between

the Swedish teams and the Indian group (see the network in

Fig. 3 and networking patterns in Table 8 ). 
• Forums and CoPs: Formation of disciplined contacts by team

members in Ericsson were facilitated through CoPs, in which

team members came in contact with their peers working in

the same area. In light of our research, we learned that it was

also an important mechanism to establish non-redundant net-

work contacts for individual team members. Ericsson estab-

lished meeting forums for scrum masters, system analysts, pro-

grammers, and testers. However, membership and involvement

in these CoPs were not enforced. Among the six studied teams,

we learned that the Chinese teams participated less in CoPs,

while the popularity of these forums varied in Sweden (see

team profiles in Table 3 ). 

In ABB, we found that seminars and ad hoc interest groups

were introduced on a need basis, but the frequency of these

events was lower than those in Ericsson (see team profiles in

Table 6 ). 
• Communication infrastructure : Both companies established a

communication infrastructure to support networking. However,

we found that the infrastructure did not fully satisfy the net-

working needs, perhaps because the amount of networking was

underestimated. We learned that Ericsson teams complained

about the limited availability of meeting rooms in Sweden. In

ABB, we found that informal networking within the same site

was not seen as a problem, while networking across sites was

impeded by the unavailability of video-conference facilities. 
• Dedicated time: The Ericsson teams from Sweden complained

about the limited time for networking, particularly in light

of agile working methods, which dictate a fast development

pace, leaving little time for other activities, such as CoPs. The

high development speed was said to constrain team members

who wanted to seek help from others, as well as those who

were expected to spare some of their time for sharing their

knowledge with others. It was also mentioned that priority

was given primarily to mandatory interactions and meetings,

while curiosity and knowledge exchange beyond the daily work

could have been improved. Similarly, some teams confessed

that they sometimes did not want to disturb others with ques-

tions. When we discussed this with the management repre-

sentatives, they admitted that the teams’ networking time was

not being planned. However, this issue was partially addressed

when it came to experts. In Ericsson, management dedicated

50% of the TARs’ time to helping others, i.e., networking. No-
tably, time constraints were not mentioned as an issue in ABB. 
 

 

. Discussion 

For decades, software development was seen as a profession

ith exceptionally low socialization needs; however, more contem-

orary research in this field argues otherwise [38] . We have stud-

ed software teams in two projects and their use of knowledge re-

ources available through a network of relationships in two large

ompanies, Ericsson and ABB, which developed software-intensive

roducts that originated in Sweden and then became large-scale

istributed endeavors. 

We learned that when solving complex or unfamiliar tasks,

ost development teams in large-scale projects relied on social

apital, i.e., teamwork and external team networking. Our findings

ontribute to the debate on how teams are configured and the

eed for providing support for social integration as a factor leading

o superior performance [37] . Thus, while expertise is a necessary

nput, its presence in the team or in the team’s network is not suf-

cient to affect performance if team members cannot coordinate

heir expertise within the team or with their external network. The

mportance of social capital and its ability to compensate for gaps

n individual knowledge and skills also reflect ideas recently pro-

osed as a General Theory of Software Engineering [25] . 

In the following, we discuss the cases in light of our research

uestion: 

What influences team knowledge networks and networking

ehavior in large-scale projects? 

We start by discussing factors that influence teams’ network

ize, summarize networking patterns observed in the cases, and

hen conclude with some practical implications emerging from our

ndings. Our findings are also illustrated in a relation model (see

ig. 4 ). It is important to note that the intention of the model is to

nable generation of hypotheses based on our findings. The main

ypothesis is that the size of a team’s external knowledge network

ffects its networking behavior. Also the relationships between the

mpact factors (company experience, turnover of the employees,

ask profile, etc.) deserve research attention and further valida-

ion. In other words, further research and complementary cases are

equired to validate the relationships hypothesized in the current

ersion of the model. 

.1. Factors that influence network size and networking behavior 

Based on our findings, we determined that the following factors

ight influence the size of team networks: 

• Company experience affects the size of an individual network.

Team members need to be familiar enough with each other’s

experiences, skills, and specialized knowledge to facilitate the

emergence of expertise coordination processes [37] . Previous

research also indicates that because new teams with many

newly hired people will likely not know whom to contact, their

networks may be smaller Rus and Lindvall [39] . This might

be an alternative explanation for why networking varies across

countries, considering that some locations have demonstrated a

high turnover factor. 
• In our study, the Chinese and Indian sites were said to have

high employee turnover in comparison with the Swedish sites,

and thus did not accumulate the same number of contacts. Sim-

ilarly, related research warns that when people leave an organi-

zation, their social connection usually dissolves with whatever

social capital it contained [26] . 
• Participation in forums and CoPs potentially increases the

amount and frequency of communication between teams, and

therefore the network size. This is an important source of con-

tacts and a motivator for process-related knowledge exchange,

e.g., know-how and skills and learning who the informal tech-
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Team  culture

Team  type
(feature  vs  component)

Company
experience

Task
interdependency

Task complexity

Team composition
(presence of expert)

Fragmented storage of
process information

Participation in
forums and CoPs

Frequent process
changes

Turnover of 
employees

Task familiarity

Networking
behavior

External knowledge
network size

leads to network
gaps and decreases
the size of a network

enables
accumulation

of contacts

fosters regular
communication

mediated by increases the likelihood that
process information will be
elicited through networking

decreases the
need for external
networking in the team

complex and unfamiliar
tasks often require scouting
for product knowledge

leads to the need to
coordinate the work

influences
networking

habits

influences the
relevance of particular

networking patterns

leads to accumulation of 
contacts in the network

Fig. 4. Factors that influence team external-knowledge networks and networking behavior. 
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nical experts are. Our findings are consonant with the findings

of Paasivaara and Lassenius [17] in that CoPs in large-scale de-

velopments can be used for knowledge sharing and coordina-

tion purposes. 

In the following, we describe factors that motivate particular

etworking behavior of software teams: 

• Familiar and less complex tasks reduce the need for the net-

working associated with scouting for product knowledge. In

seven out of ten teams, individual team members solved the

tasks using their own expertise or by accessing the source code

and documentation. This is in line with existing research sug-

gesting that rich external knowledge networks are more valu-

able when teams are working on interdependent or unfamiliar

tasks [27] . 
• In contrast, unfamiliar tasks and lack of product knowledge

in the team forces team members to reach out and scout for

knowledge. This is related to the knowledge of the task at

hand (e.g., a specific feature), and the knowledge of dependen-

cies (e.g., a related component). Therefore, we found that net-

working is important both for new teams and mature teams

challenged by unfamiliar or complex inter-dependent tasks. The

size of the network, as noted earlier, will be larger for teams

that have long company experience and who know where to

scout for knowledge, whereas teams with little company expe-

rience will depend on the few experts in their network. 
• Experts coordinate a large amount of knowledge into the

teams and between the teams. Our findings are consonant with

the findings of Ovaska et al. [19] on large-scale projects who

found that a ‘chief architect’ was required to communicate the

system’s structures and solutions to achieve a common under-

standing of the system architecture and to help in coordinating

development work. 

Formal experts also fulfill the role of boundary-spanners

[16,29,30] , which help in situations of poor cross-site aware-

ness [40,41] . Simultaneously, teams may over-rely on the ex-
perts. This can lead to what are called ‘structural holes’ [26] ,

meaning that developers from different teams circulate in dif-

ferent information flows with only experts bridging them, as

was also found in related empirical studies on global software

engineering [30] . 
• Fragmented storage of process information mediated by fre-

quent process changes forces teams to seek updates and ex-

change process-related know-how, which is often facilitated in

disciplined forums and personal cross-team connections. We

identified this networking pattern in Ericsson, while teams in

ABB, where working methods are more stable and standardized,

did not report this type of knowledge exchange. 
• A type of teams (feature teams versus component teams) de-

termined team engagement in certain knowledge-sharing pat-

terns. Feature teams scouted for knowledge from formal and

informal experts to obtain access to the product knowledge

needed for their feature development and particularly for un-

familiar tasks, while disciplined component teams coordinated

their work tasks to be able to satisfy the needs of component

interaction including familiar tasks. 
• Culture played an important role in the networking behavior

of the teams. From the interviews in Sweden, we found sup-

port for a belief that national culture is one reason for differ-

ences in networking behavior; for example, Chinese developers

were assumed to be shy about external networking. However,

our findings suggest that personal differences and the team cul-

ture have a stronger influence on the networking behavior. We

found teams with small and large networks, and individuals

with a very large number of contacts versus those with only

a few, in both companies and in all locations. The influence of

team culture was also evident in the team responses regard-

ing their approach to problem solving. Evidently, there are dif-

ferences in the role of networking and teamwork (social cap-

ital) even among the Swedish teams in both companies, with

respect to the network size and dominance of networking pat-

terns. 
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Product knowledge flows Process knowledge flows

Work coordination flows

Scouting for product knowledge
Condition: Unfamiliar or complex tasks

Bridging product knowledge
Condition: Formal expert in the team

Receiving process-related advice
Condition: Team members new to the company

Sharing know-how
Condition: Participation in forums and CoPs

Sharing product knowledge
Condition: Common interfaces, interdependencies

Work-related knowledge coordination
Condition: Task interdependencies, reporting needs

exp
T

inexp
T

T

T T T T

T T

inexp
T

Team members with 
company experience 
reach out to many 
formal and informal 
experts

Team members with 
no company experience 
reach out to few 
primarily formal experts

Team members rely on expert’s connections
and don’t network much on their own

Teams working on related components 
scout for product knowledge from each 
other

New teams are guided in terms of how to work
in the corporate environment

Team members interact with peers 
from other teams to share experiences

Team coordinate on demand with
formal experts, administrative roles, 
roles supporting development and 
other teams

Fig. 5. Summary of identified networking patterns. 
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Additionally, we found that organizational infrastructure might

have a secondary effect on the networking behavior. Our findings

confirmed that practices that are a part of a so-called spatial school

of knowledge management, i.e., practices focusing on designing of-

fice space to foster knowledge sharing, receive too little attention

[42] . For cross-site interaction, we believe that companies should

follow the advice of Licorish and MacDonell [13] who emphasized

the importance of availability of adequate communication channels

that help maintain a positive working climate, and therefore ad-

dress the negative effects of distance. 

All these factors are summarized in Fig. 5 , which gives an

overview of the influence on team external-knowledge networks

and networking behavior. In summary, long company experience

and attending CoPs have a positive impact on the network size,

while turnover reduces it. Whether the potential in the network

is used depends on how often people meet in formal arenas (e.g.,

CoPs), the type of work they are doing (task profile), task com-

plexity, task familiarity, how interdependent the tasks are, team

culture, team composition (experts in the team), and how process

information is stored. 

5.2. Networking patterns 

Based on our analysis of the knowledge flows within each case

(see the survey results presented in Tables 5 and 8 in Section 4 ),

we identified a number of important networking patterns, which

are presented in Sections 4.2 and 4.3 and summarized in Fig. 5 .

Knowledge flows reported by the teams qualified as a pattern if the

flows were regular and common for one or more teams. The iden-

tified six networking patterns related to the product, the process,

and work coordination form the basis of the networking behavior

of software teams in the context of large-scale projects. 

The main six networking patterns are summarized and illus-

trated in Fig. 5 . In the figure we visualize a team or two teams (T

in the circle), relative number of contacts in the network (many

or few), and knowledge flow directions (incoming, outgoing or

exchange). Each pattern is given a label which determines the pur-

pose of knowledge acquisition, sharing or exchange. 
We identified three patterns for the product-knowledge flows.

he first pattern, Scouting for product knowledge, with two con-

exts (for team members with company experience and for team

embers with no company experience) was supported by both

ases. The second pattern, Bridging product knowledge, emerged in

he Ericsson case, while the third pattern, Sharing product knowl-

dge, was the most dominant networking pattern in the ABB case.

he two process knowledge flows, Receiving process-related advice

nd Sharing know-how, were found only in the Ericsson case. Fi-

ally, the Work-related knowledge coordination pattern was com-

on for both cases. 

By measuring the interaction frequency and distinguishing in-

oming, outgoing, and exchange flows, our findings complement

elated studies, e.g., the one by Licorish and MacDonell [13] , who

lassified the identified knowledge-sharing patterns in terms of

uestions, answers, discussions, comments, reflections, scaffolding,

nstructions, and gratitude, and evaluated the dominance of each

attern during the execution of a project. In addition, we stud-

ed different teams in different circumstances, and came up with

 number of common patterns reflecting the networking needs of

he teams. 

.3. Limitations 

The study has some obvious limitations in the reliability and

eneralizability of our findings. 

The reliability of our findings is affected by a number of fac-

ors related to how we collected the survey data and constructed

he knowledge networks. The results of the survey depend on

ow each actor conceptualized the meaning of the questions in

he survey, and then selected the actors in their social networks

s those belonging to their “knowledge network.” To address this

hreat, we gave identical instructions to all teams participating in

ur research, and opportunities for clarification, if needed. Further-

ore, the data related to knowledge sharing elicited through the

urvey was self-reported and thus represent the perception of the

etwork and not an actual complete social network of individuals

n the studied teams (informant bias [43] ). Consequently, respon-
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ents could have exaggerated or underestimated their knowledge

nd information-sharing connections. This and other related valid-

ty concerns are often addressed by employing a test-retest method

o evaluate informant reliability [43] . However, we were unable to

o so because of the limited availability of respondents for the re-

earchers. 

It is important to note that while we studied the network char-

cteristics, we did not study the effect of human capital on the

etwork. Human capital in the form of knowledge and skills em-

edded in the employees is expected to provide positive contribu-

ions to the social capital. Through human capital, a company will

e able to effectively increase the commitments and reciprocal in-

eractions within the network; thus, leading to a higher level of

ocial capital related to interrelations, i.e., the greater the human

apital is, the greater is the social capital [44] . 

The relationship model of factors and their influence on the ex-

ernal network size and networking behavior also has a number

f limitations. It is based on only two projects in two companies,

nd a diverse sample of teams in each project. Although it helped

o broaden the scope of our investigation, it also reduced the va-

idity of our findings, e.g., false attribution of networking behav-

or to particular team-profile characteristics. To address these va-

idity threats, we have included only factors supported by multiple

ources of evidence and used multiple researchers to enhance the

reative potential and the confidence in the findings [32] . We ac-

nowledge that more evidence is needed to validate and enhance

he meaning of the relationships in the model. 

Finally, the generalizability of our work is influenced by our

ampling strategy and the cases included in our investigation. We

nly studied team knowledge networks in two large-scale devel-

pment environments in two companies. Although we employed

 number of instruments to improve the reliability of our con-

lusions (e.g., data, methodological, and cross-case triangulation),

hey might reflect the peculiarities of the selected cases. Notably,

ur conclusions target large companies working on multi-team dis-

ributed projects, developing systems that evolve over a long pe-

iod of time, and the applicability of our findings for other projects,

.g., green-field development, is unknown. 

. Conclusions 

In this paper, we shared the findings from a descriptive study

n the role of social capital, knowledge networks, and network-

ng in two distributed large-scale development environments. In

esponse to our research question ( What influences team knowl-

dge networks and networking behavior in large-scale projects?), we

dentified a number of factors that affected the teams’ external

nowledge networks and factors that determined networking be-

avior, and described the mechanisms that enabled and facilitated

ccess to resources within a large-scale project. Our findings sug-

ested that networking behavior and characteristics of knowledge

etworks vary even within the same company and the same site. 

Despite the differences between the two companies, i.e., the

eam type (cross-functional self-managing feature teams versus

isciplined component teams), we found many similarities in

erms of the size of the teams’ external networks and the factors

nfluencing the networks and networking behavior. Furthermore,

e learned that networking and access to experts in a team’s

nowledge network were crucial for new teams and teams work-

ng on new, unfamiliar, complex, or interdependent tasks. The im-

ortance of the network was particularly evident in large-scale

rojects, in which the accumulation of knowledge takes a long

ime and specialized knowledge is distributed across different units

ithin the development organization. Finally, from our findings,

e concluded that networking is the primary mechanism for solv-
ng complex tasks independent of a team’s intellectual capital pro-

le in large-scale projects. 

One important implication of our findings is that software

ompanies should explicitly cultivate networking. We suggest that

trengthening the accumulation of social capital of all software

eams in large-scale projects is at least as important as the devel-

pment of the human and organizational capital. At the very least,

his study points to the need to support newly created teams in

heir attempt to figure out who is who, and who knows what, both

ithin the team and in the larger project network. 
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ppendix. Survey questions 

Open question 

I exchange knowledge with (Name, Surname) 

[Awareness] 

strongly disagree, neutral, agree, strongly agree 

I am aware of that person’s area of expertise 

I am aware of the knowledge that person needs for his/her job 

[Availability] 

strongly disagree, neutral, agree, strongly agree 

It’s easy for me to access that person 

[Knowledge transfer, Frequency] 

never, rarely, sometimes, often, daily 

How often do you transfer knowledge to that person? 

[Knowledge transfer, Content] 

open question 

What kind of knowledge do you transfer to that person? 

[Knowledge retrieval, Frequency] 

never, rarely, sometimes, often, daily 

How often do you receive knowledge from that person? 

[Knowledge retrieval: Content] 

open question 

What kind of knowledge do you receive from that person? 
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