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Abstract

New services will be introduced at a much faster rate than today when Intelligent Net-
works are employed. It is important to control the process of introducing services and
be able to forecast the consequences of a new service. This paper describes a method
for performance simulation based on reusable simulation models which can be used for
this purpose. The method builds on dividing the simulation model into three parts
describing architecture, software of services and usage of the services respectively.
Services and nodes can be described on different abstraction levels. If a new service is
introduced all the old parts of the simulation program can be reused.
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1.0  Introduction

The fast introduction of new services in the telecommunication networks leads to a
number of problems. One of them is the problem of network performance as new serv-
ices are introduced. The introduction of services must be made in a controlled manner,
hence an analysis of the effect of the introduction of new services must be made prior
to putting them into operation.

This paper presents a simulation method, which can evolve together with the network
through reuse of simulation models. Thus allowing for performance analysis without
having to formulate new models each time a new service is to be introduced. 

A state of the art study of available simulation software for communication networks is
presented by Law (1). There are some useful software packages available, but they do
not support reusable models for performance simulation. Some tools include a software
library, but they do not include support to reuse the models created by the user of the
tools. This is also concluded by Saulnier (2), where they state that: “Simulation pack-
ages do not provide an effective infrastructure for reusing models …”.

2.0  Performance analysis when new services are introduced

The reusability of software, the centralization of service control and efficient design
tools will make it possible to introduce new services in Intelligent Networks at a much
faster rate than in traditional networks. This process must be properly controlled. A
new service increases the load on the control systems of the Service Switching Points
(SSP), the Service Control Points (SCP), the Signal Transfer Points (STP) and the sig-
nalling links. As a consequence of this, bottlenecks may be formed and the waiting
times may get too long for both the new service and for the old services. Thus, before a
new service is introduced, we ought to evaluate its consequences on the performance of
the network. If we find that the load on certain nodes or links gets too high we can
move services to other nodes to equalize the load, install new capacity in the network
or perhaps even choose not to introduce a service.

A tool which evaluates the load on the control processors in the network and the delays
experienced by the users can help us to answer questions like: where are the bottle-
necks in the network and what is the highest allowed arrival rate of a new service. The
input to such a tool would be the rate at which a service will be used, a description of
the new service, a description of the present network and its services. The description
of the new service could be on a high abstraction level to permit us to evaluate it even
before it has been designed in full detail. But it should also be possible to use the
detailed description. The services already present in the network may be described on a
high abstraction level. It should also be possible to use different abstraction levels in
the description of the nodes in the network just as well as for the services. 



3.0  Performance simulation

3.1  Introduction

Simulation is a valuable tool for performance analysis, but it has some serious draw-
backs, which must be overcome to make it really useful in an application which
evolves rapidly, for example, with introduction of new services. Some of the major
drawbacks are:

• the simulation model is based on one particular system or network, hence as the net-
work or the available services changes the model must be changed as well. This can
be hard as the model is not normally created to be changed. To overcome this prob-
lem, reuse of models must be considered to a much larger extent.

• the model used for performance simulation does not include the actual software
description, hence relying on queueing models with little or no connection to the
actual software. This becomes particularly crucial as new services are introduced
and the delays in the network depend highly on the implementation of the service.
The rapid introduction of new services does not allow for creation of good models
of the services, instead the software design descriptions ought to be executed in the
simulation model.

These two problems are normally not fully solved by available simulation methods and
tools. Most available tools, for example, QNAP2 in Verán (3) and QNA in Whitt (4),
use their own specific representation languages and they do not support inclusion of
software descriptions as part of the simulation model. The objective of our approach
was to include the software descriptions as part of the simulation model and that the
simulation model should be formulated in the same description language as is used in
software development. This objective was the major goal when developing a new
approach to performance simulation, see Wohlin (5). Thus, this approach is adopted
here. A summary of this work can be found in Wohlin (6). A brief summary of the con-
cept is given subsequently.

3.2  A new approach to performance simulation

The new concept is based on the idea of dividing the simulation model into a number
of models, which describe different constituents of the performance model. This objec-
tive is very similar to the one adopted in IN, i.e. a layering approach, hence it is
believed that the proposed concept will be a valuable asset in performance simulation
of IN. 

Three models are defined to formalise the modelling and evaluation process. The map-
ping between reality and models is depicted in Figure 1. The models are denoted: 

• Software Model
• Usage Model
• Architecture Model



FIGURE 1. Mapping of the layers of users and system on the modelling concepts

The models, which will be explained below, are independent in the sense that the Soft-
ware Model, the Usage Model and the Architecture Model are derived independently
and they can be combined into a simulation model. The simulation is foremost
intended to be used during the software design and hence supports re-design decisions.
The Software Model and the Architecture Model are linked to each other through the
distribution of the software units in the architecture. This means the Software Model is
allocated to the Architecture Model in a way that describes the actual distribution of
the software in the architecture. The Usage Model generates the input to the simulated
system (Software Model allocated on the Architecture Model). Thus connecting the
three models together into the Evaluation/Simulation Model.

3.3  Model descriptions

The models can be described as follows:

• Software Model
The software descriptions (specification or design) are transformed to include the
real time aspects of the software, which normally is not included in the software
design. As part of the transformation the user is requested to add time consumption
for executing different concepts of the software design. This addition of time con-
sumption must be made based on prior knowledge or knowledge of the current sys-
tem. The Software Model describes the application software, i.e. the features that
the system provides to the user. The transformation can be made automatically
based on a set of well-defined rules, see Wohlin (5). The Software Model includes
aspects such as services and features (what is available to the external user), logical
flow (the coupling between services) and relative service times (an execution time
which does not refer to a particular platform).

• Usage Model
The Usage Model describes the structural usage of the analysis object (which refers
to the part of the system being evaluated) and it is complemented with usage intensi-
ties for different services. This type of model is similar to the ones used in certifica-
tion of software reliability as discussed in, for example by Wohlin (7) and Whittaker
(8). Therefore, it is believed that the concept originally proposed for performance
simulation can be enlarged to incorporate reliability analysis as well. The Usage
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Model is concerned with identification of analysis object (which part of the system,
i.e. hardware and software, is going to be analysed), user categories, usage states
(the external observable states that a user may be in) and usage intensities. It must
also be noted that the usage model describes the usage of the analysis object for all
types of users, which includes humans as well as other systems or networks.

• Architecture Model
The architecture is described in terms of a performance simulation model. The
aspects to find are those governing the performance behaviour of the architecture.
The objective here is to define a performance model of the architecture in the same
description technique as has been used in the software design. This is also further
discussed by Wohlin (5). The main rationale behind using the same language is the
opportunity to easily map the software design descriptions onto a simulation model
of the architecture. The Architecture Model includes aspects such as network archi-
tecture with interconnections, servers and resources, as well as operating system
features, algorithms, for example scheduling, flow-paths and capacity.

3.4  Performance simulation using SDL

SDL is primarily intended as a specification and design language, but it has been and
still is successfully used in performance simulation. SDL has been used for the latter
purpose in a number of years, for example, at the department of Communication Sys-
tems, Lund University in a course on performance simulation and it is also used in the
research at the department.

A major benefit of using SDL is that it is standardized and tool support is available. A
particular benefit in our approach to performance simulation is the use of the same
description technique for describing the services and for formulating performance
models of the architecture and the user behaviour, which simplifies the work consider-
ably. The use of one language for two purposes is not a prerequisite for the proposed
simulation method, but it makes the combination of service descriptions with simula-
tion models easier.

4.0  Performance simulation of IN

4.1  Introduction

The previous section described an approach to performance simulation that uses a soft-
ware, a usage and an architecture model. To be able to use this as a basis for a perform-
ance simulation method, that solves the problems when introducing new services, it is
desirable that is should be possible to handle models on different abstraction levels. For
example, old services can be described only by their service times on the different
nodes in the network - perhaps found by measurements on the real network - and new
services by a complete software description. Thus we run into several problems: what
abstraction levels can be used in the software, usage and architecture models and which
of these can be used at the same time. This also rises the question of interfaces. Sup-
pose that two different abstraction levels for software are used at the same time. Is
there an interface between the different parts of the complete simulation model that can
handle this? Which abstraction levels are compatible with each other? And can an



interface be designed that allows us to change the abstraction level of one part of the
model without having to change the rest of the model? 

4.2  Abstraction levels of models

The architecture model describes the nodes and signalling links of the network. The
most abstract model of a node that seems to be meaningful is a queueing system and
the least abstract model is a complete emulation of the hardware and the operating sys-
tem. 

The most abstract level of the software model is to describe a service by its service
time on the nodes in the network. This level can be used for services that are already in
use or for services that are not yet completely specified. It shall also be possible to use
a complete software description of a service in the simulation program. 

The usage model describes the environment of the network and should reflect both the
behaviour of subscribers and the parts of the network that are not incorporated in the
model. A usage description must receive all signals sent to it by its corresponding serv-
ice description and react to the signals in a proper way. Thus, the abstraction levels of a
service description and its usage description must be on the same abstraction level. 

4.3  The interface between architecture model and the other models

As pointed out previously the interfaces between the different parts of the a model must
be able to handle software, usage and architecture models on different abstraction lev-
els. It must also be possible to change the abstraction level of a node or service descrip-
tion without having to change the rest of the model. This has one notable exception:
when a service is changed its usage model may have to be changed.

To be able to change the abstraction level of a service without having to change the
architecture model, the model is designed so that it does not need to know anything
about a service except to which nodes it is allocated. Thus the signals used in the soft-
ware description of a service must be packed into signals that can be interpreted by the
architecture model. These signals do not exist in the original software. The discussion
above indicates that the following three classes of signals are needed in the simulation
model:

1. Signals that contain original signals. A node which receives such a signal uses the
software distribution data to check if the software is allocated on itself in which case
it sends the signal to the software or usage model. Otherwise it sends the signal to
another node according to the routing table.

2. Signals exchanged between the software and architecture model that are used to
mark a processor as free or busy. When the software model receives a signal of class
1 from the architecture model it computes the processing time of the jobs that is trig-
gered by the signal. The software model executes according to the processing time
and informs the processor when the execution is completed.

3. Signals internal to the architecture model, for example signals between processors
in distributed systems. 



5.0  Example

5.1  The new service

To exemplify the methodology presented in the previous sections we have specified a
new service which we intend to introduce in an Intelligent Network. The specification
is a specification of the functional behaviour of the service, i.e. what is normally imple-
mented in software. This new service is divided into two parts, SWA and SWB, corre-
sponding to the Service Switching Function and the Service Control Function.

The service is invoked when a user sends a signal A to SWA. Upon receipt of this sig-
nal SWA sends a signal B to SWB. SWB performs some action and returns signal C to
SWA. Finally a signal D is sent to the user, see Figure 2.

FIGURE 2. Message Sequence Chart for the new service. The signals A-D are “original 
signals” according to the terminology presented in the previous section.

Our new service is going to be installed in a simple Intelligent Network consisting of
two SSPs and one SCP interconnected with #7-links. SWA should be installed at both
SSP1 and SSP2 whereas SWB should be installed in the SCP.

5.2  The simulation model

The modelling concept states that the model should be divided into three parts: the
Usage Model (UM), the Architecture Model (AM) and the Software Model (SM), see
Figure 3.

• UM: Models of the users of the service.
• AM: Models of the SSPs, the SCP and the #7-links.
• SM: Model of the new service, i.e. transformed models of SWA and SWB, and

models of existing services in the Intelligent Network.

FIGURE 3. Overview of he simulation model. (Not all details are shown.) 

This simulation model has been implemented in SDL, to allow for evaluation of the
usefulness of the proposed modelling concepts. It was concluded that the approach is
useful and that it is worth investigating further.

The transformed models of SWA and SWB are contained in the block New Service.
SWA exists in two instances, one allocated to SSP1 the other to SSP2. SWB exists in
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one instance only and is allocated to the SCP. Original signals that are to be sent
between software instances or between user instances and software instances are
packed in a general signal SWSignal and are always sent via the Architecture Model. If
the sender and the receiver of an SWSignal are allocated to different processors, for
example if the sender is a software instance allocated to one of the SSPs and the
receiver is a software instance allocated to the SCP, it has to be sent via a #7-link. In
such cases the SWSignal is packed in a signal #7Packet and sent to the model of the
#7-link which forwards the #7Packet to the receiving processor.

As an example we will look at what happens in the simulation model when SWA sends
the signal B to SWB, see Figure 4. The signal B is packed in an SWSignal which is
then sent to the processor on which SWA is executing, for example SSP1. SSP1 real-
izes that the receiver of this signal is allocated to the SCP so the signal must be sent via
a #7-link to the SCP. The SWSignal is packed in a #7Packet and is sent to the model of
the #7-link where it is delayed a time corresponding to the transmission time for this
packet. Then the #7Packet is forwarded to the SCP where the SWSignal is unpacked
and sent to the correct receiver, SWB. Before starting to execute SWB must have per-
mission from the SCP to do so, this is accomplished with the signal Execute. Then
SWB starts to execute. Apart from the logic already defined in the functional specifica-
tion (e.g. the creation and sending of signal C) a delay is introduced corresponding to
the time it will take to execute this transition on the SCP-processor. When this time
expires SWB sends the signal ExecutionCompleted to the SCP.

FIGURE 4. Message Sequence Chart, sending of signal B from SWA to SWB.

With this simulation model it is possible to study different performance aspects in the
Intelligent Network such as the load on the SSPs, the SCP and the #7-links. The
response time from a user´s point of view can also be measured.

This simulation model can be reused if we for example want to introduce a new serv-
ice. Such a service can be added in the Software Model without affecting the other
services or the Architecture Model.

6.0  Long-term research objective

The long-term objective is to be able to work with performance models and service
descriptions in SDL in at least three abstraction levels, see bullets below. The first level
is:

• Software model and usage model without taking the architecture into account
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This type of analysis shall be used to identify software processes which either have
long execution time or are called extremely frequently. The software processes hav-
ing this characteristic ought to be further studied and perhaps even re-designed,
since they probably will cause problems as they are introduced into the network.

In the long run the objective is to be able to handle different levels of abstraction of the
models, i.e. several models on different abstraction levels of for example an SCP may
exist. This means that it is possible to combine detailed models for some parts while
others are described quite superficially. The major benefit of this is that it is possible to
model, for example, critical nodes in the network in detail while other parts which are
not critical for this particular simulation may be modelled on a much higher level.

Based on the above two other abstraction levels are identified, both of them include
different levels of abstraction of the software and usage models. The abstraction levels
of the software and usage models are: treating the software as an execution time based
on measurements on existing services or taking the software specification in SDL
directly. The two abstraction levels including different levels of abstraction of the
architecture are:

• Simple architecture model
The objective of the simple model is to identify the bottlenecks in the architecture,
hence being able to identify parts which ought to be focused upon from a perform-
ance perspective.

• Focused architecture model
The focused model means having a quite detailed model of some part of the archi-
tecture, primarily, of course, some part which has been identified as being problem-
atic when analysing the simple architecture model.

The ability to handle different levels of abstraction for different model parts is essential
as it allows for simulation studies focused on for example network bottlenecks or a
specific problematic service.

7.0  Conclusions

A method based on reusable model components has been described. The primary
objective is to formulate a method which can be used to analyse the intelligent network
from a performance perspective as new services are introduced into the network. The
method is based on three modelling concepts and their interaction. The models are:
software model (service description transformed to incorporate execution time), archi-
tecture model and usage model.

The method provides a basis for:

• identifying software modules which will use too much execution time, due to long
service times or frequent use. The early identification of these modules allows for
re-design instead of identification of the problem as the service is put into opera-
tion.,

• studying the introduction of new services in an existing system (network),
• evaluating different distributions of software processes in an architecture,



• examining the ability of different architectures to execute a given software descrip-
tion,

• identifying system bottlenecks.

These possibilities are then further enlarged as the proposed method is supposed to
cover analysis of reliability and feature interaction as well in the long run. Hence, the
method supports:

• certification of reliability requirements
• identification of the most likely feature interactions

The latter two points are both based on the fact that users get more annoyed if fre-
quently used services and features fail or interact in a way which is disturbing to the
user, than if seldom used services do not work in accordance with expectation.

In summary, the method proposed will enable analysis and prediction of several critical
quality attributes prior to introducing new services into a telecommunication network.
Thus continuous control of the network and its services is supported.
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