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ABSTRACT

Systematic studies of the literature can be done in different
ways. In particular, different guidelines propose different
first steps in their recommendations, e.g. start with search
strings in different databases or start with the reference lists
of a starting set of papers. In software engineering, the main
recommended first step is using search strings in a number
of databases, while in information systems, snowballing has
been recommended as the first step. This paper compares
the two different search approaches for conducting literature
review studies. The comparison is conducted by searching
for articles addressing ”Agile practices in global software en-
gineering”. The focus of the paper is on evaluating the two
different search approaches. Despite the differences in the
included papers, the conclusions and the patterns found in
both studies are quite similar. The strengths and weaknesses
of each first step are discussed separately and in comparison
with each other. It is concluded that none of the first steps
is outperforming the other, and the choice of guideline to
follow, and hence the first step, may be context-specific, i.e.
depending on the area of study.
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1. INTRODUCTION

Research literature may be divided into primary studies
(new studies on a specific topic) or secondary studies (sum-
marizing or synthesizing the current state of research on a
specific topic). The secondary studies may be used to pin-
point gaps or to highlight areas that require more attention
from researchers or practitioners.

Secondary studies require comprehensive searches in the
published research literature. Kitchenham and Charters [7]
proposed a systematic literature review (SLR) approach in-
spired by evidence-based medicine, which recommend start-
ing with systematic searches in databases using well-defined
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search strings to find relevant literature. In the guidelines
[7], it is recommended that snowballing from reference lists
of the identified articles should be used in addition to the
searches in the databases, i.e. to identify additional relevant
articles through the reference lists of the articles found using
the search strings.

However, the guidelines do not explicitly recommend for-
ward snowballing, i.e. identifying articles that have cited the
articles found in the search and backward snowballing (from
the reference lists). In our experience, most systematic lit-
erature reviews (including our own) do not use snowballing
as a complement to searching the databases. It is fully un-
derstandable given the amount of work needed to conduct a
systematic literature review. The implication being that a
review provides a limited set of all papers on the topic, i.e.
a sample of the population.

Webster and Watson [2] proposed a slightly different ap-
proach to systematic literature studies in the field of infor-
mation systems. They propose to use snowballing as the
main method to find relevant literature. In their recommen-
dation, they highlight both backward snowballing (from the
reference lists) and forward snowballing (finding citations to
the papers). The snowballing approach requires a starting
set of papers, which they suggest should be based on iden-
tifying a set of papers from leading journals in the area.

Given that there exist different guidelines of how to con-
duct systematic literature review studies, we pose the fol-
lowing research questions:

1. To what extent do we find the same research papers
using two different review approaches?

2. To what extent do we come to the same conclusions
using two different review approaches?

The outcome of a systematic literature study is either
a systematic literature review [7] or a systematic mapping
study [15]. Database searches and snowballing are by no
means the only options. The use of personal knowledge or
contacts [8], or mixed methods [13] has also been discussed
in the literature. The focus here is, however, on the first step
of two recommended methods to identify relevant literature.
Thus, we have limited our study to using either database
searches or backward snowballing as the first step, in par-
ticular given that, in our experience, researchers are, all to
often, forced to limit their search procedures given the time
it takes to conduct a systematic literature study. However,
we believe that if similar patterns are identified through ap-
plying partial methods (i.e. backward snowballing), the sim-
ilarity is expected to increase if forward snowballing is also



performed since the overlap in the included papers would be
greater. The papers found are evaluated for relevance and
quality, which gives a set of primary studies for each search
approach (database search or backward snowballing), and
these papers are the basis for further comparisons conducted
in this paper.

Given that the number of published secondary studies
increases [3], it is perceived as important to understand
whether or not the first step in the searches impacts the
actual outcomes of the systematic literature study, in par-
ticular since many published papers do not use all steps rec-
ommended in the guidelines. This is closely related to the
need to ensure reliability of secondary studies, which means
whether two independent studies on the same topic would
find the same set of papers and draw the same conclusions
[11].

Based on the need identified, we conducted two differ-
ent literature reviews on Agile practices in Global Software
Engineering (GSE) using different guidelines for the liter-
ature search, and in particular we only used the first step
in the recommendation, i.e. database searches [7] or back-
ward snowballing [2]. It should be noted that we included
distributed development within a country in GSE too. The
main reason being that many of the challenges experienced
in a global setting also occurs in distributed development
within a country, although some of the challenges are ampli-
fied when going global. Both studies have the same research
questions. The first study is an SLR [4], and the second
study applied a snowballing approach [2]. The differences
between the search methods are discussed in more detail in
Section 3.

The remainder of the paper is structured as follows. Sec-
tion 2 summarizes related work, and Section 3 discusses the
research method and introduces the two studies forming the
input to the analysis. The results are presented in Section
4, and the discussions of the findings are given in Section
5. Finally, Section 6 presents the conclusions and the future
research directions.

2. RELATED WORK

Inspired from medicine, in which systematic literature re-
views is an approach for synthesizing evidence, Kitchenham
et al. [1] introduced the concept of evidence-based software
engineering (EBSE). A couple of years earlier Webster and
Watson [2] suggested a structured approach in information
systems to conduct systematic literature studies.

It should be noted that the research type in medicine and
software engineering (SE) are not necessarily the same (e.g.
controlled experiments vs. case studies). It implies different
types of data, and different types of analyses of the data.
Hence, the synthesis of the data collected from an SLR in
SE may not be as straightforward as in at least some parts
of medicine.

However, a practitioner-oriented view was formulated based
on the EBSE ideas [6], and researchers also suggested guide-
lines for conducting systematic literature reviews [7]. Fur-
thermore, Brereton et al. [9] reviewed a number of existing
literature reviews to examine the applicability of SLR prac-
tices to SE. They found out that although the basic steps
in the SLR process are as relevant in SE as in medicine,
some modifications are necessary for example in reporting
of empirical studies in SE.

Although the number of literature review studies in SE

has increased in the past five years [3], few studies exist
which evaluate the reliability of literature search approaches
for example to evaluate the repeatability of protocol-driven
methods or to compare the results of literature searches con-
ducted through different methods such as SLR and snow-
balling. In the following, we summarize the relevant re-
search.

Greenhalgh and Peacock [8] conducted a study in order
to describe where papers come from in a systematic review
of complex evidence. They applied three different methods
and found 495 primary sources related to "therapeutic inter-
ventions”. Their conclusion was that protocol-driven search
strategies by themselves are not the most efficient method
regardless of the number of traversed databases, because
some sources may be found through personal knowledge /
contacts (e.g. browsing library shelves, asking colleagues),
and snowballing is the best approach for identifying sources
published in obscure journals.

In 2009, Skoglund and Runeson [10] investigated a reference-
based search approach with the primary purpose of reduc-
ing the number of initial articles found in SLRs. Although
the proposed method increased the precision without miss-
ing too many relevant papers for the technically focused
reviews, its results were not satisfactory when the search
area was wide or the searches included general terms. This
implies that the choice of approach to searching is context-
dependent.

Zhang et al. [12] conducted two participant-observer case
studies to propose an effective way of identifying relevant
papers in SLRs. The approach was based on the concept of
quasi-gold standard for retrieving and identifying relevant
studies, and it was concluded to serve the purpose and hence
it can be used as a supplement to the guidelines for SLRs
in EBSE. In a follow up validation study [13], a dual-case
study was performed, and the proposed approach seemed
to be more efficient than the EBSE process in capturing
relevant studies and in saving reviewers’ time. Further, the
authors recommended an integrated search strategy to avoid
limitations of applying a manual strategy or an automated
search strategy.

MacDonell et al. [11] evaluated the reliability of system-
atic reviews through comparing the results of two studies
with a common research question performed by two indepen-
dent groups of researchers. In their case, the SLR seemed
to be robust to differences in process and people, and it
produced stable outcomes.

Kitchenham et al. [14] conducted a participant-observer
multi-case study to investigate the repeatability of SLRs per-
formed independently by two novice researchers. However,
they did not find any indication of repeatability of such stud-
ies that are run by novice researchers.

In summary, too few studies have addressed the reliabil-
ity of secondary studies. As discussed here, they have ei-
ther compared different SLRs or mapping studies to check
whether the same results are achieved [11] and [14], or inves-
tigated more efficient approaches of searching [8], [10] and
[12]. As a complement to previous studies, we investigate the
reliability of secondary studies using different search strate-
gies. This is done by comparing the outcome of two studies
on the same topic using different guidelines for finding the
relevant literature. The research method used is discussed
next.



3. RESEARCH METHOD

The main objective of this study is to examine whether
two systematic review studies would provide the same result
when the applied first step in the search strategy is different.
Therefore, we planned two separate literature reviews.

The first study was conducted within 2009-2010 to capture
relevant research about the most common Agile practices
applied in different settings of global software engineering
[4]. The second study was performed during 2010-2011 with
exactly the same purpose and the same research questions
[5]. The difference between the two studies was the way
that the relevant papers and articles were extracted from
the published research, i.e. the search strategy. The time
between the two searches was a couple of months and the
time between the syntheses was around eight months, and
hence the details about specific papers found in the first
search were not fresh in the mind of the researchers. Thus
making the searches reasonably independent. An alternative
would have been to have different researchers conducting the
two studies. However, this would have introduced threats in
relation to judgments of inclusion and exclusion of papers.
The threat of having the same researchers involved was mit-
igated by time, i.e. by leaving several months between the
two studies the researchers did not remember all the details
of individual papers.

The first study (S1) follows the guidelines provided by
Kitchenham and Charters [7] as far as it comes to conduct-
ing searches in the databases. S1 did not use snowballing
from reference lists as recommended in the guidelines. In
the second study (S2), a backward snowballing [2] approach
was used. The starting set of papers for the snowballing ap-
proach was generated through a search in Google Scholar’
on peer-reviewed papers published in 2009 rather than using
our knowledge of relevant papers gained during S1. How-
ever, the purpose was to avoid the bias at this stage. This
is further elaborated below.

The snowballing search method [2] can be summarized in
three steps: 1) Start the searches in the leading journals and
/ or the conference proceedings to get a starting set of pa-
pers, 2) Go backward by reviewing the reference lists of the
relevant articles found in step 1 and step 2 (iterate until no
new papers are identified), and 3) Go forward by identifying
articles citing the articles identified in the previous steps.
Based on that S1 was focused on a specific time period, i.e.
1999-2009, it was decided to identify a starting set of papers
from 2009 and then use backward snowballing based on the
papers found. Given that researchers seem to focus on the
database search, despite the guidelines [7], it was decided to
only compare the first step for the searches, i.e. the database
search vs. the backward snowballing approach. It was done
for two reasons:

1. It would make the systematic literature review using
the guidelines more representative of the state of stud-
ies actually published. As a consequence we saw a
need to not follow the guidelines [2] for snowballing
perfectly either. Thus, trying to be as fair as possible
in the comparison. It would have been unfair to follow
the guidelines very closely in one case and then not in
the other case.

2. It was realized that a more comprehensive use of the

 http:/ /scholar.google.com/intl/en/scholar /about.html

guidelines, i.e. following all steps recommended, would
result in the outcomes getting closer to each other.
With the first step, we refer to only doing the database
search. However, for the papers found in the database
search, we check relevance and quality to finally have
a set of primary studies. The same procedure is done
based on the other guideline [2], i.e. we only perform
backward snowballing and identify a primary set of
papers. Having done all steps recommended in the
guidelines would undoubtedly mean that more papers
would be included and if the searches being perfect
they would end up with exactly the same set of pa-
pers. Thus, we wanted to compare the first steps in
the different guidelines, since it is reasonable to be-
lieve that if these produce similar enough results, then
a larger sample of papers would just increase the sim-
ilarity. Thus, we are concerned with comparing the
samples of papers obtained when conducting the first
steps in the two different guidelines [7] and [2] respec-
tively.

Furthermore, to make the studies as comparable as possi-
ble, we kept the search terms and keywords as similar as pos-
sible in both studies and also applied the same constraints
on searches. This means that the same search terms were
used in the database searches in S1 as in the Google Scholar
search in S2. In addition, the same researchers were re-
sponsible for finding, evaluating, and analyzing the relevant
papers in both studies in order to minimize the diversity
in data collection and data analysis. Hence, the only (in-
tended) difference between S1 and S2 is the search approach
(the way we identified the relevant papers).

The assessment is performed through comparing the re-
sults of the two studies based on their primary papers and
their conclusions. In summary, the research questions are:

e RQl1. To what extent do we find the same research
papers using two different review approaches?

e RQ2. To what extent do we come to the same conclu-
sions using two different review approaches?

In order to answer the research questions, we conducted
an in-depth comparison of the two studies.

3.1 Details of Studies

S1: It was designed to be a systematic literature review
following the guidelines by Kitchenham and Charters [7],
although only doing the database searches and not snow-
balling. The study was conducted during 2009-2010 with
the purpose of capturing the status of combining Agility
with GSE [4]. The results were limited to peer-reviewed con-
ference papers and journal articles published in 1999-2009.
The final set of papers (81 distinctive papers) was synthe-
sized by classifying them into different categories (e.g. pub-
lication year, contribution type, research method and Agile
practices used in GSE). More details of the S1 can be found
in [4] and [19].

S2: It had the same purpose and research questions as the
first study, and was conducted after we were finished with
S1 (2010-2011) [5]. In this study, we followed the guidelines
provided by Webster and Watson [2] regarding identifica-
tion of a starting set of papers followed by backward snow-
balling. We searched in Google Scholar (only once) using
similar search terms as in S1, and then limiting the search



to 2009 to identify a starting set of papers for the backward
snowballing. The main purpose with the search in Google
Scholar was to minimize the researcher’s bias in relation to
S1 since an alternative was to begin with a set of relevant
papers identified through S1. First, we evaluated the rel-
evancy of the papers and then went through the reference
list of the relevant papers in order to find additional sources.
The process was stopped when we could not add any fur-
ther relevant papers published in the time period 1999-2009.
The analysis of the data was kept as similar as possible to
S1. Some further details of S2 can be found in [5], since our
objective is not to present the individual studies as such; the
focus is on comparing the outcome of the two different first
steps for the searches based on guidelines by Kitchenham
and Charters [7] and Webster and Watson [2] respectively.

It has to be noted that the same criteria for inclusion
process were applied in both studies e.g. gray literature was
excluded from further analysis.

3.2 Comparison Approaches

The comparison is done in two different ways. First, we
examined all papers identified in S1 and S2 regarding the
papers included and the findings. However, due to the fact
that the majority of the articles were identical, it was not
surprising that the conclusions and the findings would be
also similar in both studies. Therefore, we conducted a
second comparison in which we excluded the papers, which
were in common for both studies, and performed the anal-
yses solely on the unique papers for S1 and S2 respectively.
Then, we compared the findings from the two analyses. The
major purpose of comparisons was to investigate similari-
ties and differences between the extracted data for the same
variables (e.g. research type) in database searches (S1) and
backward snowballing (S2).

4. RESULTS

In the following, we present the differences and similarities
between the findings of S1 and S2 given the different first
steps for the searches.

4.1 Number of Papers

The first comparison relates to the number of papers found
in the two studies. S1 resulted in 534 papers being identified
from the databases. 81 papers were initially judged to be
relevant. Thus, the data analysis began with 81 papers, but
some articles were excluded. Papers were excluded if the
report was incomplete (e.g. the results were missing), or if
it was exactly the same study as another one in the list (e.g.
if an empirical study formed the basis for both a conference
paper and an extension published in a journal).

Finally, 53 papers were included in data analysis. In S2,
we found 109 papers initially. After an analysis of the rele-
vance, we were left with 74 papers. At the end, 42 papers
were included in the data analysis. Papers were removed
based on the same criteria in both studies, and hence the
main difference is the initial way of finding papers, i.e. the
search strategy.

There is a huge difference between the numbers of papers
we initially found (109 vs. 534), but it should be noted that
we have checked the title of a lot of sources in snowballing
too, i.e. when browsing the reference lists of the papers
identified. The latter makes it hard to compare the numbers
in the first step exactly. Nevertheless, 45 paper were the

Study 1:
26 unique

papers

Figure 1: Venn Diagram for the Overlapping Papers

Table 1: Number of Papers in Two Different Studies
Study No. Initial Papers Relevant Analyzed Unique
1 489445 40441 26427 26
2 644-45 33441 15427 15

same in the initial set of papers identified. This overlap was
surprisingly low (8% in S1 and 41% in S2). However, the
situation changes when we look at the papers in the next
step, i.e. those initially judged as relevant. In this step,
41 papers were identical, which should be compared with
having 81 papers in S1 and 74 papers in S2 that indicates
51% and 55% overlap respectively. The final set of papers
used for data extraction include 53 papers in S1 and 42 in S2
with 27 identical papers (51% overlap for S1 and 64% for S2)
which is a slight majority of the identified papers between
the two studies. Figure 1 visualizes the overlapping papers
at the last stage and all stages are summarized in Table 1,
where the unique papers in each study are shown separately
as well as the papers in common. Discussions around the
differences between the unique set of papers found in S1
and in S2 are provided in the Appendix.

The list of papers in common in S1 and S2 as well as list
of unique papers for each separate study can be accessed
in [18], in which the identical papers are denoted with M
and are listed in Appendix A; the unique papers for S1 are
denoted with D and are listed in Appendix B; and the unique
papers for S2 are denoted with B and listed in Appendix C.

Table 4 in the Appendix summarizes the differences be-
tween unique set of papers found through database searches
(S1) and backward snowballing (S2). For each paper, it rep-
resents: 1) the publication year, 2) the database that the
paper has been found in, 3) the terms in the title that be-
long to the first set of keywords, 4) the terms in the title that
are in the second set of keywords, 5) if the paper is expected
to be found in the other study, 6) and notes or comments.
Symbol ”?” in the table indicates that the information is not
available.

As Table 4 shows, 10 papers in S1 do not include terms
from both set of keywords in their ¢itle and hence cannot be
found in S2 (represented by "N” in the ”expected” column).
Two papers (denoted by "M”) could be possibly found in S2
since they include names of Agile practices in their title (i.e.
"TDD” in [D19], "user stories and acceptance tests” in [D3])
and it is also evident from the title that they are within GSE.



Table 2: Number of Papers over Years Table 3: Number of Papers over Years 2
[=2) [=) — [a] 58] < 0 =) I~ o0 [=2) [=2) [=) — [a] [3) ey 0 (=) I~ 0 D
g 88888 8 2 8 8 g 888888 8 28 8 8
Year — [a\] [a\] [a\] (2] N N [a\] [a\] (2] (2] Year i N [a\] a N N N [a\] [a\] a N
No. of S1 0 0 0 1 2 10 6 12 14 20 17 No. of S1 o 0 0 o 0 4 3 0 9 7 4
Papers S2 o 1 3 2 7 8 3 7 7 10 13 Papers S2 o 1 2 0 2 2 2 1 1 1 3

Thus, 14 papers (out of 26) should have been possible to find
in S2. The reason for missing them in S2 might be either
due to researchers’ error or because they were not cited by
other relevant papers found in the backward snowballing.

In the list of unique papers found through backward snow-
balling (S2), six papers (out of 15) should have been pos-
sible to find, although they were not (see Table 4 in the
Appendix). Therefore, we checked the complete list of pa-
pers found initially in S1 (including 534 papers). Two out
of six papers were excluded in S1 in the later data analy-
ses because the research was already published in another
paper found in S1. One of the original papers is missing in
S2 while one is included. This indicates that the researchers
have evaluated papers in S1 and S2 in a slightly different
way. Six other studies are published in different databases
than databases of S1 and hence cannot be found in S1.

Three papers ([B4], [B1] and [B7]) use a slightly different
terminology and hence they are not within the set of defined
keywords in S1 (see Table 4 in the Appendix). Therefore,
if the same terms are used in the abstract, they cannot be
found in S1. For example, a study such as [B4] uses "ex-
tremely” in the title and we could guess that it refers to "Ex-
treme Programming”. However, it is surprisingly not found
in S1 although by reading the abstract in S2, we judged it as
relevant. This might indicate the different ways used by the
researchers and the search engines to interpret the terms in
the text. In the case of [B1], "remotely located” is used in the
title, which could not be found in the searches in databases
since the equivalent term of "remote team” was formulated
in S1. It was found through backward snowballing because
only by seeing these words in the title of the article, we could
immediately recognize that "remotely located” means global
or distributed. The examples illustrate the challenges in for-
mulating search strings while in snowballing it may become
evident to the researcher to include a paper when reading
the title of a paper.

4.2 Distribution of Papers

The next step in the comparison is to compare the distri-
bution of papers across the years.

4.2.1 First Comparison

As mentioned above, the first comparison includes all pa-
pers found in both studies, while the second comparison (see
below) compare the unique papers in each of the two stud-
ies. As shown in Table 2, the number of papers found in S1
and S2 in each year (1999-2009) is not the same.

However, the pattern of distribution does not seem to be
completely different and both indicate that the number of
papers has grown in the past decade.

4.2.2 Second Comparison

The number of unique papers found by each study in each
year is presented in Table 3. We have found no unique pa-
pers in S1 before 2004. Considering the number of papers
in 2009, it is hard to conclude that the number of published

papers is increasing in the past decade. In S2, the number
of published papers seems to be constant over the years.

However, we should mention that this comparison is not
fully fair because the total number of papers shall be com-
pared against each other instead of considering only the
unique ones. The question is whether the differences are
due to the different search strategies.

4.3 Distribution of Research Types

Next, we wanted to compare the research types using the
classification from Wieringa et al. [16]. In summary, the
types are defined as follows:

FEvaluation Research: Techniques, methods, tools or other
solutions are implemented and evaluated in practice, and the
outcomes are investigated.

Validation Research: A mnovel solution is developed and
evaluated in a laboratory setting.

Solution Proposal: A solution for a research problem is
proposed, and the benefits are discussed, but not evaluated.

Conceptual Proposal or Philosophical Paper: 1t structures
an area in the form of a taxonomy or conceptual framework,
hence provides a new way of looking at existing things.

Ezxperience Paper: It includes the experience of the author
on what and how something happened in practice.

Opinion Paper: The personal opinion on a special matter
is discussed in an opinion paper without relying on related
work and research methodologies.

4.3.1 First Comparison

Both studies have found a majority of papers to be re-
ported as experience reports in which practitioners have
reported their own experiences on a specific issue and the
method applied to alleviate it [16]. It should be noted that
the number of papers in S1 and S2 for each research type
is different. This difference is, however, expected due to the
fact that the number of papers found in S1 and S2 are dif-
ferent. In addition, the order of research types according to
their frequency is different. The order in S1 is: 1) experience
report, 2) evaluation, 3) opinion, 4) solution, 5) validation
and 6) philosophical, and in S2 it is 1) experience, 2) val-
idation, 3) evaluation, 4) solution, 5) philosophical and 6)
opinion. It is surprising that we found no opinion paper in
S2 while it was the third most frequent research type in S1.

4.3.2  Second Comparison

When it comes to a comparison of the unique papers, the
majority of the current research was found to be in form of
experience reports in both studies. And in addition to the
identified research types in S1, a solution paper is found in
S2.

4.4 Countries Involved in GSE

It is also possible to compare the most common combina-
tions of collaboration. The combinations include both global
collaboration and distributed development.



4.4.1 First Comparison

In both studies, the collaboration between USA-India is
found to be the most popular, and then distributed develop-
ment within USA although the exact numbers are different.

4.4.2 Second Comparison

The same pattern as in the first comparison is found through

the second comparison.

4.5 Most Efficient Practices

To identify the most efficient Agile practices used in a GSE
was one of the main objectives of the literature review, and
hence this is an important aspect to compare. If the studies
identify completely different Agile practices, then the search
strategy has indeed influenced the outcome of the literature
review.

We would like to emphasize that it is not our intention to
discuss the actual outcome in terms of which Agile practices
are most efficient in a GSE setting. Our objective is to
compare the outcomes from a search strategy point of view.
Hence, the actual outcomes regarding Agility and GSE can
be accessed in [4] and [5].

4.5.1 First Comparison

Considering the frequency of Agile practices in literature,
we sorted the list of reported practices in both studies, where
frequencies were counted based on the number of publica-
tions referring to a practice as being successful. We classified
the practices based on their rank in a descending list. For
example, if the highest frequency was found to be 18 for
practice A, then practice A was assigned to class 1 together
with all other practices having a frequency of 18. It means
that the rank of each practice, in the sorted list, was consid-
ered as the class the practice belongs to. The practices with
the same frequency have been assigned to the same class.
The purpose of the classification was to be able to make a
fair comparison, since the number of analyzed papers was
different in S1 and S2. The result of the comparison is sum-
marized in Figure 2 (the x-axis represents the classes for the
practices).

If we take the 3 top classes of practices, S1 reported "standup

meetings” (class 1), ”sprint / iterations” (class 2), and "con-
tinuous integration” (class 3). S2 found "sprint / iterations”
(class 1), "standup meetings” (class 2), and three practices of
’pair programming”, ”sprint review / demo” and "test driven
development” in class 3. Thus, top three efficient Agile prac-
tices in S1 and S2 are overlapping (2 out of 3 = 66%).
According to Figure 2, general agreement of the most ef-
ficient practices is high (see classes 1 to 8). However, the
higher classes (9 and higher) are infrequent, which means
that these practices are mentioned by few studies and hence
the difference is simply due to random, i.e. whether specific
papers mentioning these practices are included or not.

4.5.2  Second Comparison

In this comparison, both studies found 18 practices, in
which 13 of them were identical and 5 unique practices were
found in each study (summarized in Figure 3).

Similar to Figure 2, the most frequent Agile practices ac-
cording to the literature (low numbers in Figure 3) show a
very strong agreement.

user stories |
incremental design |
test driven development |
architecture-centric dev. |
representatives |
automated testing |
scrum master |
backlog |

simple design
40-hour week |
one-team strategy |
sprint review |
refactoring |

collective code ownership
coding standards |
scrum of scrum |
planning game |
unit/integration testing |
pair programming |
onsite customer |
sprints/iterations |
continuous integration ]
standup meetings

OStudy 2
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Figure 3: Practices in S1 and S2 - Comparison 2

4.6 Details for Agile - GSE Combinations

4.6.1 First Comparison

So far, we have presented and discussed which Agile prac-
tices were found most efficient in S1 and S2 as well as the
countries involved in each combination of Agile method and
distribution setting. For the purpose of comparison, we have
assigned different scores to the combinations. If the prac-
tices and the countries found are the same for the Agile GSE
combination in S1 and S2, we have assigned the score 4 to
the combination; score 3 if only the practices are the same;
score 2 if only the countries are identical; score 1 if neither
practices nor countries are the same; and finally score 0 if
the combination does not exist in the other study.

In this comparison, a majority of combinations are com-
pletely different. However, if we exclude the combinations,
which were found in only one study (i.e. XP-open source
in S2 and Agile-open source in S1), similar findings were
identified for a majority of the combinations in both stud-
ies. Thus, it is clear that the comparison is very sensitive to
individual studies.

4.6.2 Second Comparison

Unlike the previous comparison, most combinations seem
to be completely different. However, it may be due to that
the comparison is very sensitive to individual studies, and
given that we have fewer studies here than in the first com-
parison, it may make it even more sensitive. It should be
noted that the combinations of Agile with offshore, open
source, and virtual team were found only in S1 whereas XP-
open source, and XP-unclear were found only in S2. The
latter combination means that the setting was unclear, al-
though XP was used.

The higher the number shown in Figure 4 is, the higher
is the similarity between the patterns in each comparison.
Comparison 1 shows completely different pattern for 4 com-
binations out of 12, which indicates in 67% of the cases, the
country involved, the Agile practices, or both have been the
same for a specific combination of Agile and GSE.
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Figure 2: Agile Practices in S1 and S2 - Comparison 1

In the second comparison, 7 patterns out of 11 are found to
be completely different which is considerably different from
results of comparison 1.

In the other words, we found exactly the same pattern (i.e.
both Agile practices and the involved countries are the same
in S1 and S2) for "three” distinctive combinations in com-
parison 1 and ”one” combination in comparison 2. However,
the number of combinations, which have the same score in
both comparisons, is 6 out of 14, which implies 42% overlap.
In addition, if we exclude the unique combinations, 6 out of
9 combinations have the same rank, which is 66% overlap.

XP - Virtual team
XP - Outsource

Scrum — Offshore

Agile - Virtual team ——
XP - Unclear ————
O Comparison 2
XP — Open source ; B Compaison 1

XP - Offshore
XP — Distributed team
Scrum — Outsource

Scrum — Distributed team
Agile — Outsource

Agile — Open source
Agile — Offshore

Agile — Distributed team

Figure 4: Patterns of Agile GSE Combinations

4.7 Limitations

In order to assure the reliability in this study, we tried to
improve the reliability of the two systematic review studies
in the first place (more details on this for each individual
study can be found in [4] and [5]). Then considering the
purpose of this study, which was to conduct a comparison,
we tried to perform the comparison as fairly as possible.

Therefore, the researchers were the same in S1 and S2,
and the analyses on the data were performed as similar as
possible. Although we had more experiences of doing sys-
tematic reviews when we started S2, we tried to keep the
gap between conducting searches as small as possible. So
the data was collected with a few months difference for S1
and S2, although we synthesized them later for S2. The
latter was done to ensure that the researchers did not re-
member all details when deciding on, for example, inclusion
and exclusion of paper in S2. In addition, two researchers
were involved in reviewing the comparisons and drawing the
conclusions of this study.

In addition, the order of conducting the studies might have
affected the results of each study and as a consequence the
result of the comparisons.

S. DISCUSSION
5.1 Time and Effort Required

We cannot certainly claim that SLRs are more time con-
suming in formulating the search strings because snowballing
requires some formulations too. However, SLRs require sep-
arate formulation for each database whilst snowballing does
not explicitly require searching in more than one database.
The number of initial papers in S1 was 534 and 109 in
S2 which indicates greater time and effort spent to refine
the searchers as well as identifying the relevant papers and
discarding the irrelevant ones in the database searches ap-
proach (4.9 times more papers in S1 than S2).



5.2 Noise vs. Included Papers

Considering the term ”Agile” which is a very general word
and used in many papers in many disciplines, we found a
lot of noise in S1. Due to this, we had to limit the search to
abstract, title, and keywords. But still the number of irrel-
evant papers was much higher than the number of included
and analyzed papers (85% noise). In the snowballing search,
the balance seemed to be more reasonable (32% noise).

5.3 Judgments of Papers

In snowballing, most of the judgments were done based
on the title of the paper when going backward through the
reference lists (or forward in the citations if being applied).
In some cases, we judged papers once more based on their
abstract, i.e. it resulted in performing a stepwise judgment.
In the SLR, the judgments were done on title and abstract
at the same time. It should be noted that the papers with
no relevant keywords in the title might be missed in snow-
balling. On the other hand, the papers that use different
wordings (as in the example with cross-continent) might not
be caught in an SLR.

5.4 Prior Experience

Prior experience of the researcher in the area of the stud-
ies as well as in performing the secondary studies may affect
the results. The differences can be seen, for example, when
judging the relevancy of the papers. An experienced person
already knows several papers and knows several active re-
searchers in the area, which may affect the reliability of the
secondary study regarding the relevancy of included papers.

5.5 Ease of Use

We found the snowballing approach to be more under-
standable and easy to follow in particular it is believed to
be easier for novice researchers. The SLR provides a lot
of guidelines, which is good on one hand, but on the other
hand novice researchers might find it confusing rather than
helpful.

5.6 Identical Authors Risk

A potential threat in snowballing is that we might find
several papers from the same authors since their previous
research is usually relevant and is cited. Thus, the results
of snowballing approach, might be biased by over present-
ing specific authors’ research. On the other hand, database

searches method performs searches on all papers in the database

which eliminates this risk.

5.7 General Remark on Literature

It should be noted that a general problem with systematic
literature reviews in software engineering is that in many
cases existing papers are hard to classify and analyze since
in many of the published studies, the contextual information
is not well documented or the studies are not conducted in a
realistic setting [20]. We have observed that insufficient con-
textual information hinders synthesizing the evidence from
some studies (in particular industrial experience reports).
Thus, we recommend practitioners and researchers working
with industry to follow guidelines provided by Petersen and
Wohlin [17] for documenting the contextual information.

6. CONCLUSIONS

In this paper, we evaluated two different first steps for
conducting systematic literature studies. This was done by
comparing two secondary studies on Agile practices in GSE,
which were performed by the same researchers but using
different search methods. First, we compared the studies
against each other whether the same set of papers was found
and if the included papers had resulted in the same con-
clusions. Secondly, we excluded the common papers from
both studies and performed new analyses with the remain-
ing unique papers for each study. Considering the fact that
these comparisons did not indicate any remarkable differ-
ences between the two different studies, we compared the
actual results found using the two different search methods
applied. A summary of the findings is provided below. After
comparing the two secondary studies in two different ways
(with the common papers and with only the unique papers
in each study), we did not find any major differences be-
tween the findings of the analyses. The figures and numbers
were not the same, but the general interpretation of them is
quite similar. We can summarize our findings as follows for
the two research questions.

RQ1. To what extent do we find the same research papers

using two different review approaches?
To answer the RQ1, we may observe that the papers found
are different both in the number and the actual papers. In
addition, the final set of papers used in data analyses, was
also found to be different, although 27 papers were common.
This is not really surprising given that we only used the first
step in the two search methods, i.e. according to the differ-
ent guidelines used. It is highly likely that the overlap would
increase if we conducted snowballing from the papers found
in the database searches, and also if we did forward snow-
balling when starting with backward snowballing. However,
it is should be noted that a majority of the papers are the
same despite only comparing the staring point for the com-
parison, i.e. database search vs. backward snowballing.

RQ2. To what extent do we come to the same conclusions

using two different review approaches?
The answer to the RQ2 is more important, since it con-
cerns the actual findings. Regardless of the differences in the
actual numbers and figures, similar pattern were identified
in both studies and hence similar conclusions were drawn.
However, when excluding the same papers from both stud-
ies and analyzing only the remaining unique papers of each
study, the identified patterns seem to be slightly different,
which may be due to having fewer papers (a smaller sample).
Therefore, it is not easy to draw any general conclusions with
respect to the RQ2.

However, given the overlap, despite only conducting the
first part in the guidelines, it indicates that the actual con-
clusions are at least not highly dependent on whether using
database searches or snowballing. It is also quite obvious
that the overlap will become larger if combining the two
search strategies, although the downside being that it gen-
erates more work. Systematic literature studies are quite
time consuming. Snowballing might be more efficient when
the keywords for searching include general terms (e.g. Ag-
ile), because it dramatically reduces the amount of noise in
database searches. Our personal experience confirms this.
However, we recommend applying both backward and for-
ward snowballing.



Although these conclusions, recommendations, and find-
ings are based on our experiences with this comparison study
as well as previous secondary studies, they seem to be in
alignment with some previous studies [8] and [10], but con-
tradictory with some others [9]. In anyway, more such com-
parison studies are required to be able to compare the meth-
ods fairly.
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APPENDIX

Table 4 visualizes the differences between unique set of pa-
pers found through S1 and S2.



Table 4: Differences of Papers in S1 and S2
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S1 | 2004 | [D19] | ACM ? Open Source M | "TDD?” in the title
S1 | 2004 | [D15]| Inspec XP Distributed Y
S1 | 2004 | [D22]| IEEE XP Outsourcing Y
S1 | 2004 | [D7] | ACM XP, Agile ? N
S1 | 2005 | [D10]| ACM / ? N
S1 | 2005 | [D11]| IEEE Agile ? N
S1 | 2005 | [D13]| Compendex Agile, XP ? N
S1 | 2007 | [D18]| IEEE Agile ? N
S1 | 2007 | [D23]| AIS Agile Global, Distributed Y
S1 | 2007 | [D1 IEEE XP Offshore Y
S1 | 2007 | [D2 ACM Agile Offshore Y
S1 | 2007 | [D3 Compendex ? Offshore M | 7User Stories”, "Acceptance Tests” in the title
S1 | 2007 | [D4 Inspec Agile Global Y
S1 | 2007 | [D8 Inspec Agile Distributed Teams Y
S1 | 2007 | [D9 Compendex Agile Offshoring Y
S1 | 2008 | [D12]| IEEE ? ? N | ”Continuous Integration” in the title
S1 | 2008 D14]| AIS Agile Distributed Y
S1 | 2008 | [D5] | IEEE Scrum ? N
S1 | 2008 | [D16] | IEEE Agile Distributed Y
S1 | 2008 | [D20] | IEEE Scrum Offshore Y
S1 | 2008 | [D21]| IEEE ? Distributed N
S1 | 2008 | [D24] | IEEE Agile Distributed Y
S1 | 2009 | [D25]| Scopus Agile Distributed Y
S1 | 2009 | [D26]| Scopus Agile Distributed Y
S1 | 2009 | [D17] | Compendex Scrum ? N
S1 | 2009 | [D6] | IEEE Agile ? N
S2 | 2000 | [B14] | ACM XP Open-source Y
S2 | 2000 | [B7 IEEE Daily Build Distributed M | 7Daily Build” is not in the set of keywords of S1
S2 | 2001 | [B8 XP Proc. XP Distributed N
S2 | 2003 | [B2 Scopus XP Global Software Development | Y
S2 | 2003 | [B6 Springer Scrum, XP Cross-continent N
S2 | 2004 | [B12] | IEEE XP Global Software Development | Y | It was excluded in S1
S2 [ 2004 | [B15] [ GSD Proc. Iterative Global Software Development | N “Iterative” is not in the set of keywords of S1
S2 | 2005 [ [B9] DSD Proc. XP Distributed N
S2 | 2005 | [B13] | IEEE XP Distributed Y
S2 | 2006 | [B4 IEEE XP Distributed M | "Extremely” refers to XP
S2 | 2007 | [B3 AIS Scrum Distributed Y
S2 | 2008 | [B10] | IEEE Scrum Distributed Y | It was excluded in S1
S2 | 2009 | [B5] MIPRO Proc. | Agile Globally Distributed N
S2 [ 2009 | [B11] | Springer XP Offshore N
S2 | 2009 | [B1] IEEE Agile Remote M | "Remote” is not within the keywords of S1




