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Abstract: Product value is based on which requirements are included in a specific 
release of a software product. This chapter provides an overview of the value con-
cept and presents an empirical study conducted as an industrial survey. The objec-
tive of the survey was to quantify the importance of different decision-making cri-
teria when deciding whether to include a requirement in a project or release. The 
results reported from the survey are based on responses from two companies. It 
was discovered that there were similarities in responses at a company level, al-
though major differences existed between individual respondents to the survey. 
The most important criteria were found to be those related to specific customers or 
markets and criteria, such as development cost-benefit, delivery date and re-
sources. The least important criteria were those related to development and main-
tenance. The results also indicate that a better balance between the most important 
and least important criteria ought to be achieved in the future.  

Keywords: Decision support, decision-making, requirements selection, product 
management, empirical software engineering. 

1.  Introduction  

Organizations operating in a knowledge-based economy are facing new chal-
lenges. There is incredible pressure on software companies to achieve and sustain 
competitive advantage. To remain competitive in an era of increasing uncertainty 
and market globalization it is important to focus on the value of different custom-
ers and markets when developing products. Software companies, like many other 
organizations, are forced to adapt to the strategic challenges and opportunities pre-
sented by the new economy where technological advances cause dramatic changes 
in business processes, products and services.  

According to economics and management science, an organization’s ability to 
create value (in relation to their goals) depends on the utilization of intellectual 
capital (Drucker, 1998; Prahalad and Hamel, 1990). Intellectual capital is the sum 
of organizational knowledge which includes ideas, inventions, technologies, soft-
ware programs, designs, processes, and creativity - which all can be converted to 
profit, create value and give organizations a competitive edge (Alwis et al., 2003; 
Sullivan, 1998). Alwis et al. (2003) list several potential approaches that enable 
organizations to create value from intellectual capital e.g. profit generation from 
products through sale, strategic positioning through market share, and innovation 



 

 

technology, customer loyalty, cost reductions, and improved productivity. Effec-
tive management of the product development process contributes to sustainable 
competitive advantage for software companies. This requires that software devel-
opers firstly consider customers’ requirements, business requirements and techno-
logic opportunities when making decisions. Secondly, they need to have a sound 
understanding of both technical and business implications of decisions that have 
been made throughout the development process. Thirdly, it is essential to under-
stand the business dynamics that drive software development in terms of cost, 
time, and product quality as well as how software processes and products inter-
connect.  

The real challenge for software developers is to understand factors that drive 
organizational value creation and how to influence them. Value depends on the re-
lationship between customer needs and the benefits of products that satisfy those 
needs. Value is created when software developers provide products that satisfy 
customer needs (Alwis et al., 2003). However, focusing on value to a specific cus-
tomer may lead to the exclusion of considering value to other stakeholders, includ-
ing other customers, different markets, software developers and project managers. 
This may jeopardize the long-term viability of the software company. Since cus-
tomers have different needs and desires that vary with time, software companies 
are forced to create value along many dimensions, including as economical, 
physical, emotional, social, cognitive and political dimensions (Nunamaker et al., 
2001). There is a vast amount of literature in the management, economics and 
marketing fields that has recognized the need to make product development deci-
sions in light of their overall effect on value (Browning et al., 2002; Deaton and 
Muellbauer, 1980; Park, 1998; Urban and Hauser 1993). 

Software developers need to know early on what the economic implications of 
their decisions will be in the development process, particularly when developing 
new products with attributes that are complex and difficult to characterize during 
the initial development process (Faulk et al., 2000; Harmon et al., 2003). Analyz-
ing the economic value of a software product is complex. As such, analysis cannot 
be carried out simply by understanding the functionality and characteristics of 
software technology alone. An appreciation of the connection of this technology to 
business as well as to all aspects of the national and international economy is also 
desirable. Such an analysis must portray the future demand for software product 
usage accurately. This requires estimation of productivity increases from technical 
changes as well as estimation of economic growth and cost of software technol-
ogy. Chillarege (2002) argues that in the last two decades several software product 
businesses announced gross profit margins of around 80%, however, there is no 
guarantee that this will continue into the next 20-30 years. During a software 
product’s life cycle, market values change and different characteristics become 
dominant and drive business. If we can understand how market values vary during 
the life cycle, it would be easier to identify process models with attributes that 
highlight market values in a particular stage.  

There has been progress made over the years in integrating value-oriented per-
spectives into the software engineering discipline; a discipline which includes re-
quirements engineering, architecture, design and development, verification and 



 

 

validation, planning and control, risk management, quality management, people 
management, and principles and practices (Boehm, 2003, Boehm and Huang, 
2003). A detailed discussion of value-based concept in software engineering is 
also provided in Chapters 11, 14 and 21. A value-based approach aims to align 
software development with customer requirements and strategic business objec-
tives (Faulk et al., 2000). Understanding the customer-value aspects brings to-
gether domain and application engineering within a common framework.  

This chapter incorporates the concept of a value-based approach in require-
ments engineering. It is written based on the understanding that software require-
ments need to be bundled together such that they are aligned with business and 
product objectives to create value for the user of the software product. This chap-
ter addresses criteria for how to decide which product requirements will be in-
cluded in specific software projects. In particular, the chapter presents an empiri-
cal survey into two companies where the criteria for including a specific 
requirement in the next project or release are prioritized. The main research ques-
tion addressed is: “What defines whether a requirement will be included in a spe-
cific release/project?” 

The chapter is outlined as follows. Section 2 describes the background and con-
text of the value concept from three different perspectives: management, software 
engineering and requirements engineering, and also presents some related works. 
Section 3 describes the design of the empirical study aimed at identifying which 
criteria are important when deciding whether to include a specific requirement in 
the next project or release. The results of the study are presented in Section 4. Fi-
nally some conclusions and further work is discussed in Section 5. 

2.  Background 

This section presents the value concept for products from three different perspec-
tives: management, software engineering and requirements engineering. Note that 
a detailed discussion on valuation can be found in Chapters 11, 14 and 21. It also 
positions the chapter in relation to research conducted in software requirements 
engineering related areas, in particular release planning and prioritization. 

2.1. Value Concept in Management 

The Oxford English dictionary defines value as “the ability of a thing to serve a 
purpose or cause and effect”. Value creation is related to achieving desired out-
comes. Thus, value can be defined as anything that one might consider useful, 
convenient or essential (Nunamaker et al., 2001).  

In the context of product development, value includes both product and process 
attributes. Browning et al. (2002) argue that product value is affected not only by 
the presence of necessary activities in the product development process, but also 
by the way those activities work together to ensure that they use and produce the 



 

 

right information. The value of a product to a customer depends on customer pref-
erences and alternatives, as addressed in economics, marketing and value engi-
neering literature (Browning, 2003; Deaton and Muellbauer, 1980; Park, 1998; 
Urban and Hauser 1993).  

Customer value has two aspects (Browning, 2003): (a) Absolute value, which 
illustrates how well the attributes of a product address customer needs and (b) 
Relative value, which implies that the change in a product’s value depends on al-
ternative solutions to customer needs. There are a vast amount of studies in mar-
keting literature that determine the vector of product values and specify the opti-
mum level of each attribute. For example, Weinstein and Johnson (1999) define 
absolute value as Value = perceived benefits/perceived price, where perceived 
benefits and price are both measured relative to competing products. Browning 
(2003) points out that product value is essentially equal to benefit/cost. The author 
argues that a change in any of these factors can cause a change in the value of 
product. The question is how to balance these with the preferences of customer or 
market. Although companies put a great amount of effort into increasing customer 
value in their product development process, determining how and when value is 
added is still a challenge even in marketing and management science. Some of the 
strategies include focusing effort on eliminating the critical risk in a project. The 
removal of the critical risk assists in adding value into product development, or us-
ing methods such as multi-attribute utility theory, where a change in value/utility 
typically implies a change in demand for a product (Browning et al., 2002).  

2.2. Value Concept in Software Engineering 

Keller (1995) argues that value of software is viewed very differently from most 
other kinds of objects. Thus, it is difficult to define the concept of value in soft-
ware engineering, as the development process involves many stakeholders that 
each defines value from their own point of view. The author points out that “Soft-
ware is not something that you can hold it, yet it can be duplicated very quickly. 
…. As more and more software becomes “available” on public networks, the 
range of value will be extended even more”. An interesting fact is that, the value 
of a product for a customer is expressed in terms of benefit and cost, whereas to a 
software company it is expressed in terms of the profit (return) from the product 
sold. This profit promotes economic value, determined by the net present value of 
future benefits that ownership of an item brings to its owner (Browning et al., 
2002; Alwis et al., 2003). 

In the context of software engineering, value creation involves gaining new in-
sights or discovering new patterns of knowledge at the process level, product level 
or resources level. Information and knowledge transfer to stakeholders facilitates 
value creation. The ability to assess the impact of changes in a software product, 
process or resources during the development life cycle is an important aspect in 
software product management. Alwis et al. (2003) point out that the value of a 
product increases in proportion to its advantages over competitive products, and 
decreases in proportion to its disadvantage. Thus the value of any product to a cus-



 

 

tomer is a function of its performance and price, relative to other products in the 
market. 

The notion of integrating insights from customer value analysis into the soft-
ware development process and the difficulties that are associated with the practical 
application of this have been addressed in software engineering literature. Accord-
ing to Harrison (2001) the software engineering community lacks the ability to 
quantitatively measure the benefits of reduced uncertainty in a software develop-
ment project. He proposes evaluating investments in software engineering infra-
structure using well-accepted economic and financial models. These models are 
based on a theory that the inherent value of the organization is defined as the value 
of all its future profits. The author argues that usage of these techniques can lead 
to better business cases for investing in software process improvement.   

Tanaka et al. (1998) emphasize that there are various existing analysis tools and 
techniques for quality measurement of software product value throughout the life 
cycle, however many of them are not fully utilized by software developers. Firstly, 
it is not easy for managers to understand and utilize analyzed results. Secondly, it 
is time consuming to evaluate the tools and prepare the environment needed to ap-
ply them practically. Thirdly, it is important to acquire the know-how for using 
tools and measurement data effectively and to incorporate this with the software 
development process in a timely fashion. Erdogmus et al. (2004) attack the prob-
lem from an education point of view. The authors point out that, although the 
software engineering community has put in an enormous amount of work in the 
areas of metrics and cost-benefit analysis, they have failed to cover valuation and 
competitive strategy in a business context. According to the authors, the problem 
starts from the software engineering education, which ignores to the need to inves-
tigate the role of technical projects in the context of overall business requirements  

Faulk et al. (2000) emphasize the importance of communication between the 
business and technical sides of an organization, so that decision makers with dif-
ferent roles can have a better understanding of the software engineering implica-
tions of their decisions. The authors point out that current software development 
models do not support such communication. Furthermore, value creating units 
such as product management, marketing and development are separated by cul-
ture, language and perception of overall goals. Since the software development 
process does not link business objectives with software design decisions, the out-
come is often a mismatch between technical capabilities and business goals. The 
authors provide a process framework that links strategic business goals, process 
improvement and the application of domain engineering to software product lines 
and refer to this approach as a “Value-Based Software Engineering” approach. A 
value-based approach to software engineering is further discussed in Chapter 21 

The fact that software is different than other types of products only serves to 
complicate the matters. Software is easily changed (in many cases, too easily) and 
released in several releases. Thus, it is not only a matter of looking at the short-
term value of the next release. The long-term evolution of a software product has 
to be taken into account. There is a constant trade-off between short-term business 
goals to satisfy customers and different markets, and long-term evolution of the 



 

 

software to ensure that the software product is competitive in both the short- and 
long-term. 

2.3. Value Concept in Requirements Engineering (RE) 

It is critical that software developers integrate insights from customer value analy-
sis into the requirements process. Several researchers emphasize how important it 
is for managers to understand the implications of their decisions in relation to a 
cost-benefit analysis, in particular during early life cycle activities (Boehm, 2003, 
Faulk et al., 2000). Furthermore, it is crucial to ensure that the requirements meet 
business goals. System engineering and management, and in particular risk man-
agement literature, stress the importance of including effort, schedule, cost and 
risk assessment as part of project planning. Goal modeling techniques in require-
ments engineering is another approach that serves as a mechanism by which to 
link requirements to strategic objectives anchored in the context of an overall 
model of business strategy. 

Gordijn and Akkerman (2003) argue that requirements engineering approaches 
neglect the value proposition of information systems, despite an understanding of 
this value proposition being key to the development of e-commerce applications. 
The authors focus on the use of RE and a conceptual modeling approach to articu-
late, analyze and validate Internet enabled value propositions in an e-business con-
text. They also develop an economic value perspective (called e3-value) by repre-
senting an e-commerce idea using principles and techniques which stem from RE.  

Favaro (2002) points out that a full cost-benefit analysis of a requirement(s) re-
quires investment in time and resources and is more difficult than design and im-
plementation, as there are more unknown factors in the early stages of the life cy-
cle. Thus it takes a full development cycle before the complete economic impact 
of a requirement is known. Favaro argues that software developers may add value 
to requirements in several ways, such as by learning to create reusable require-
ments that enclose cost-benefit analysis or by studying the new generation of agile 
development processes to enable them to understand strategic possibilities for add-
ing value to the requirements process over the full product cycle. Furthermore, by 
learning more about the new tools and financial analysis, they can better under-
stand how strategic flexibility in the requirements process adds value. 

The bottom-line is that software development companies are faced with the 
challenge of deciding which requirements to include in a specific project or re-
lease, and which requirements to reject or postpone to later releases. Thus, an em-
pirical study was conducted to increase our understanding of which criteria are in 
fact the most important to include in the next project or release. It was assumed 
that each project handles one release. The study was conducted as a survey and re-
sults are presented from two companies. 



 

 

2.4. Related Work in Release Planning and Prioritization 

Market driven (as opposed to customized) incremental product development and 
delivery (release) is becoming increasingly commonplace in the software industry 
(Ruhe and Greer, 2003, Greer and Ruhe, 2004, Carlshamre 2002). Incremental 
product development is planned and executed with the goal of delivering an opti-
mal subset of requirements in a certain release (version of a product that is distrib-
uted to customers). The idea is to select what a release should contain (require-
ments), when it should be released (time), and at what cost (effort) this should be 
achieved. Decisions about which customers get which features, at what level of 
quality and at what point in time, have to be made, making these activities a major 
determinant of the success of a product.  All of these activities are vitally depend-
ent on product requirements and are elicited/captured, analyzed, and specified be-
fore any planning and development activity can commence. Decision-support in a 
release-planning context is further discussed in Chapter 22. 

The contributions in this area include addressing different aspects of require-
ments management, such as prioritization (Karlsson et al., 1998; Regnell et al., 
2001; Ruhe et al., 2003) and dependencies between requirements (Dahlstedt and 
Persson, 2003; Carlshamre et al., 2001). Moreover, researchers have worked on 
connecting the requirements engineering process to decision-making (Regnell et 
al., 2001; Aurum and Wohlin, 2002; Aurum and Wohlin 2003). Some work has 
also been done on release planning. In (Ruhe and Greer, 2003; Greer and Ruhe 
2004), a genetic algorithm approach has been used to plan for different releases, 
while the work in (Carlshamre, 2002) is focused on understanding release plan-
ning. 

Thus, work has been conducted on release planning and, as such, there are in-
vestigations into prioritization of requirements and dependencies between them. 
However, to the best of our knowledge no studies have actually looked into the 
criteria used in decision-making about whether to incorporate a specific require-
ment into a software project or release. The study presented below is the first step 
towards filling this gap, and is needed to understand how value is created for 
software products. 

3.  Research Approach 

This section provides an overview of the design of the survey and, in particular, 
the questionnaire used. The main objective is to provide insight into the following 
research question: “What defines whether a requirement will be included in a spe-
cific release/project?” This is closely related to understanding the underlying deci-
sion process related to requirements. Decision support is further discussed in 
Chapters 13 and 14. Another related issue is negotiation, which is further dis-
cussed in Chapter 36. Situations where it must be decided whether to include a 
specific requirement in a project or release are often not straightforward and may 
even involve negotiations. Negotiations are not further discussed here. 



 

 

3.1. Development of the Survey Questionnaire 

A survey was designed to understand and evaluate the importance of different de-
cision-making criteria when determining whether or not to include a specific re-
quirement in a project or release. Industry representatives were asked to prioritize 
the importance of the different criteria in their decision-making process. The fol-
lowing procedure was chosen to design the survey instrument, i.e. a questionnaire: 
• A brainstorming session was held to identify suitable criteria to include in the 

survey. The session included three researchers involved in requirements engi-
neering research. All three have close industrial contacts. 

• Based on the outcome of the brainstorming session, a questionnaire was de-
signed by the main author of this chapter. 

• The questionnaire was reviewed by the participants of the brainstorming ses-
sion, and one additional independent researcher, to further improve the selec-
tion of criteria. 

• The questionnaire was updated based on feedback from the reviewers, and then 
sent to a contact person at different companies.  

 
The brainstorming session and the review process included some in-depth discus-
sion about whether it was possible to identify orthogonal criteria. It was concluded 
that it would only be possible if the criteria were kept at a high level of abstrac-
tion. This would mean that very few criteria would be evaluated and prioritized by 
the subjects in the study. The discussions led to a removal of some all embracing 
criteria, such as risk, that are related to basically all other criteria; however it also 
was decided to retain a number of criteria despite dependencies, since it is basi-
cally impossible to avoid all dependencies. The intention was for subjects to pri-
oritize without thinking too much about dependencies, and instead focusing on 
what they viewed as the main criteria. In summary, the objective was that impor-
tance should be judged from the individual importance of the criteria and not as 
consequences of other criteria. The actual outcome points to three different behav-
iors with respect to this issue. This is further elaborated in Section 4.1. 

3.2. Criteria Covered in the Questionnaire 

After several iterations the questionnaire was narrowed to include 13 criteria for 
assessment by subjects. Many of the criteria were general in the sense that they 
were not solely factors relevant for selecting requirements. They were often re-
ferred to in literature discussing software success more generally (Wohlin et al., 
2000). Moreover, it was also stated clearly that additional criteria could be added 
by the subjects. This was done to avoid subjects feeling that missing criteria hin-
dered their completion of the questionnaire. Moreover, the questionnaire was de-
signed this way to capture any additional criteria that were missed in the brain-
storming session. It was agreed among the researchers that the 13 criteria covered 
three important dimensions or stakeholder groups, although this grouping was not 
communicated to the subjects (respondents). The three groups were: external mar-



 

 

ket/customer, company management and development/maintenance personnel. 
The 13 criteria included in the study are as follows. The text is exactly as commu-
nicated to the subjects in the questionnaire, including a short explanation and mo-
tivation for each criterion. 

 
External market/customer 
1. Competitors 

Explanation: The status of the competitors with respect to the requirement. In 
other words, it is taken into account whether a competitor has the implied 
functionality implemented or not. 
Motivation: We may feel forced to include a requirement if our competitors 
have the functionality, or we may want to implement something that is con-
sidered to be leading edge functionality (functionality competitors do not 
have).  

2. Requirement’s issuer  
Explanation: The actual issuer of the requirement is taken into account, i.e. 
which stakeholder (internal or external) generated the requirement. 
Motivation: We may judge some issuers as more important than others, for 
example, a very important customer or representative for an important mar-
ket. 

3. Stakeholder priority of requirement 
Explanation: The priority of the requirement is taken into account. 
Motivation: We may want to prioritize the requirements that our customers or 
markets think are of particular importance. 

4. Requirement’s volatility 
Explanation: This criterion is related to whether the requirement is likely to 
change or not. 
Motivation: We may want to handle highly volatile requirements differently. 

Company management 
5. Support for Education/Training 

Explanation: The ability and possibility to provide technical support, educa-
tion, and training to customers, markets and so forth with respect to the re-
quirement. 
Motivation: We may not want to implement functionality unless we could 
provide the appropriate technical support, education and training in relation to 
the requirement.  

6. Development cost-benefit 
Explanation: The actual cost-benefit for implementing the requirement. 
Motivation: We may not want to include a requirement if the implementation 
cost is judged to be high in relation to the expected benefit. 

7. Resources/competencies  
Explanation: The availability of resources with the right competencies to im-
plement the requirement. 
Motivation: We may not want to implement a requirement unless we are sure 
that we have the right people available for the job. 



 

 

8. Delivery date/Calendar time 
Explanation: The ability to meet the project deadline. 
Motivation: We may not want to introduce a requirement that may affect the 
deadline of the project negatively. 

Development/maintenance personnel 
9. System impact 

Explanation: The impact of the requirement on the existing system. 
Motivation: We may not want to implement a requirement if we judge that the 
actual impact in terms of changes to the existing system is too large. 

10. Complexity 
Explanation: The estimated complexity of the requirement and the associated 
challenges in implementing it. 
Motivation: We may not want to include a requirement that is judged to be 
very complex to implement and as a consequence the risk of failure as too 
high. 

11. Requirements dependencies 
Explanation: The dependencies between this specific requirement and other 
requirements, either already implemented or other posed requirements. 
Motivation: The dependency to other requirements (already implemented, 
scheduled to be implemented, or deferred to later release) may affect our de-
cision regarding the current requirement.  

12. Evolution 
Explanation: The impact on the future evolution of the system. 
Motivation: We may not want to implement a requirement if it is believed to 
make long-term evolution of the system more complicated. 

13. Maintenance 
Explanation: The impact on the maintenance of the current system. 
Motivation: We may not want to implement a requirement if it is believed that 
the requirement may cause many problems in terms of maintenance. 

3.3. Conducting the Survey 

The above 13 criteria were included in the questionnaire as follows. First, the sub-
jects were given a short introduction. This included positioning the survey within 
a larger industry-academia collaborative research project, highlighting the value of 
participating in the survey, the target audience for the survey (important since the 
communication was done through a contact person at each company), the main re-
search question, estimated time for the questionnaire, and finally the subjects were 
also guaranteed anonymity. It was clearly stated both in the questionnaire and in 
an e-mail that the target audience was personnel included in the decision-making 
process. It was expected to include the following types of management personnel: 
product management, project management and line management. 

The second part contained an introduction to the 13 criteria as listed in Section 
3.2. The third part included a characterization of the context in which the subject 
responded. This included company name, unit within company, type of applica-



 

 

tion, whether development was market- or customer-oriented, type of product and 
the role of the subject within the organization. Contact details were also asked for 
to ensure that each subject could be contacted for clarification purposes, although 
no data in the analysis will be connected to specific individuals. 

The third and final part was the actual survey. The 13 criteria were listed in a 
table and the subjects were asked to fill out three columns with respect to the crite-
ria. First, the subjects were asked to answer yes or no regarding whether each cri-
terion was relevant when deciding to include a requirement in a project or release. 
For the other two columns the subjects were asked to provide relative weights re-
garding the importance of the criteria. The subjects had 1000 points to spend 
among the 13 criteria (or more if they chose to add some criterion). A higher 
number of points meant that a criterion was relatively more important. For exam-
ple, a criterion obtaining twice as many points as another criterion was viewed to 
be twice as important. The subjects were allowed to distribute the points as they 
wished, i.e. there were no requirement that each criterion should be allocated a 
weighting. In other words, a subject could have given all 1000 points to one crite-
rion. 

The second column was concerned with the way different criteria are valued 
today, and the third column was focused on how the criteria ought to be valued in 
the future. The objective was to capture both the current state of practice and any 
changes that industry would like to make in the future. The latter may be viewed 
as a more idealistic situation. 

4.  Survey Results and Analysis 

The questionnaire was initially sent to two companies, although the intention was 
to send the survey to more companies. This approach was chosen for two reasons. 
First, it provided a means of validating that the survey was understandable and 
that no major problems existed with the questionnaire. Secondly, conducting the 
study these particular companies became a priority because they had scheduled 
requirements engineering related workshops, presenting the perfect opportunity to 
present and discuss the survey. Later, six more companies responded to the sur-
vey, however this data has still not been analyzed and hence the results presented 
here are based on the two first companies only. 

Unfortunately, both companies compressed their workshop schedules, which 
meant that the presentation and survey discussion was removed from the agenda. 
Feedback has hence only been sent via e-mail. 

The two companies are referred to as Company A and Company B respectively. 
Company A is a major international company, and the responses are provided by 
one part of the business. This part develops hardware and software solutions for 
process control systems. Products from the company are sold to a world market. 
Company B is part of an international enterprise. The company develops hardware 
and software products for automatic guided vehicles. Their products are also sold 
on a world market.  



 

 

In total, 13 subjects responded from these two companies, i.e. seven subjects 
represent Company A and six subjects work at Company B. The observations, re-
sults and analysis presented in this section are based on an analysis of the re-
sponses of these 13 subjects. This may be viewed as few respondents, however, it 
should be remembered that the number of responses was naturally limited by vir-
tue of the fact that the survey targeted key personnel and roles in each organiza-
tion. Given that company workshops were planned in advance, it was known that 
only 15 responses could be expected if all relevant people responded. Thus, 13 re-
sponses must be viewed as a very positive outcome, given the workload of the 
people targeted with the survey. 

In this section, some general observations from the survey are presented to-
gether with the results and analysis of the data collected with respect to the criteria 
used in relation to the main research question. 

4.1. Observations from the Questionnaire 

The earlier identifies issue, i.e. that the criteria were not fully orthogonal, was also 
identified by some of the subjects, and mentioned in their e-mail communications 
when submitting the questionnaire. As mentioned above, it resulted in three dif-
ferent approaches. One subject took a rather extreme standpoint and only gave 
points to two criteria, including assigning a high weighting to development cost-
benefit, which is arguably related to many of the other criteria. Some subjects di-
vided the criteria into subgroups, either based on judged importance or as a way of 
handling the inevitable dependencies between some of the criteria. They then as-
signed the criteria in a subgroup the same number of points. Finally, a third group 
approached the criteria without really taking the dependencies into account too 
much. Basically, they filled out the questionnaire from a “main criteria point of 
view” as was intended by the research design. In other words, they focused on 
each criterion’s own value rather than considering its connection to other criteria. 

It was also observed that one subject allocated more than 1000 points to the cri-
teria (1020 points), thus the points given by the subject were rescaled so that their 
sum became 1000. Four of the thirteen subjects suggested new criteria for the de-
cision. These four subjects also provided points for the new criteria. The new cri-
teria are further discussed in the following subsection, however it should be noted, 
given that only 25% of the subjects suggested new criteria, and that there was only 
a minor overlap between their suggestions, it was hard to include these new crite-
ria when comparing how subjects allocated points to the same criteria. Thus it was 
decided that, in the case of the subjects who suggested new criteria, the points for 
the 13 criteria should also be rescaled to ensure comparability. The proposed new 
criteria are handled separately below. 



 

 

4.2. Relevant Criteria 

The responses provided by the subjects were related to whether the 13 criteria 
were relevant for this type of decisions or not.  Most subjects regarded the criteria 
as relevant. More precisely, all subjects regarded seven of the criteria as relevant. 
For the remaining six criteria, the following results were obtained: 
• Requirement’s issuer: 12 subjects out of 13 viewed this criterion as relevant 
• Requirement’s volatility: 10 
• Support for training/education: 10 
• System impact: 12 
• Complexity: 12 
• Maintenance: 12 

 
We have not further explored the above four situations in which only one person 
has felt that a particular criterion has no relevance, because we feel that more re-
sponses to the survey are needed before any further conclusions can be drawn. It is 
more interesting to look at the two criteria where three subjects state that the crite-
ria are not relevant. While this is not a definitive answer in general, it should be 
noted that it probably is easier to say “yes” than “no”. The subjects know that the 
researchers regard these criteria as relevant since the criteria appear in the list, and 
hence it is easier to agree that they are relevant than to object. Thus, it is interest-
ing when three subjects disagree with the researchers. 

The volatility of a requirement is not a relevant criterion according to three of 
the subjects. This may seem surprising. On the other hand, it may show that re-
quirements are included for other reasons and that volatility has to instead be han-
dled as part of the development project, for example, by postponing the implemen-
tation as long as possible until more is known about the requirement. 

It is probably not as surprising that the support for education/training is de-
picted as a criterion that may not be relevant. The inclusion of a requirement is de-
cided based on other criteria and if education/training is needed then this can be 
provided later. 

The other interesting issue is that four subjects proposed new criteria. In total, 
five new criteria were proposed. One of them obtained two votes.  The subjects 
only provided the names of the criteria and hence comments with respect to the 
criteria are based on interpretations of the researchers. The comments are not 
meant to imply that the newly proposed criteria should not be used, for example, 
in future surveys, although the criteria have relations to the criteria used in the 
survey as indicated below. The following five new criteria were proposed: 
• Strategic importance/alignment (it is assumed that the subjects meant the same 

criterion, although one used importance and the other alignment) 
Comment: This criterion seems to be related to competitors (criterion 1), i.e. 
strategic positioning in relation to other competing products on the market. 

• Customer value 
Comment: This value is probably partially related to stakeholders’ priorities of 



 

 

a requirement (criterion 3), since a requirement is highly prioritized by a stake-
holder, then it ought to have a high value for that stakeholder. 

• Product cost 
• Comment: This cost is most likely closely related to the development cost-

benefit (criterion 6), although there may be differences. 
• Market technology trends 
• Comment: This is related to competitors (criterion 1), and in particular the text 

in the motivation above regarding criterion 1 where it is stated that the criterion 
may be important in relation to leading edge functionality. 

• Function is promised/sold 
• Comment: This criterion is partially related to the requirement’s issuer (crite-

rion 2). It may be viewed as more important to keep a promise to some issuers 
than others. 
 

The above list of proposed new criteria illustrates that it is very difficult to formu-
late an exhaustive set of criteria, particularly if criteria should be reasonably inde-
pendent. For future studies, it must be decided whether any of the 13 criteria in-
cluded in this study should be removed and if any of the above five new criteria 
should be incorporated into the list. 

4.3. Importance of Criteria Today 

The assignment of points for the criteria was divided into two parts: ‘today’ and 
‘future’. In this section, the outcome regarding the situation ‘today’ is reported. 
The results are presented for the two companies separately. A comparison between 
the companies is provided in Section 4.6. 

The results for each company were aggregated by taking the sum of the points 
provided by each subject. The sum was then normalized to a percentage figure, 
which makes it possible to, for example, state which criteria contribute more than 
X percent to the decision. The results for Company A are shown in Fig. 1. The list 
of the criteria can be found in Section 3.2. 
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Fig. 1. Percentage values for importance of different criteria at Company A. 

It is worth noting that five criteria have percentage values above 10% and six 
criteria have values below 5%. The results from Company A indicate that some 
criteria are clearly more important than others. The five most important criteria are 
(in order): Development cost-benefit, customer/market priority of requirement, de-
livery date/calendar time, requirement’s issuer and resources/competencies.  This 
indicates that issues related to specific customers/markets are important, as are 
traditional management aspects such as cost-benefit, delivery date and resources. 
The development/maintenance aspects have low influence on the decision. It is 
worth noting that for both companies, it has not been possible to identify any rela-
tionship between the actual job role of the respondents and their views on which 
criteria should be taken into consideration. 

The outcome for Company B is presented in Fig. 2. The results are similar from 
an ordering point of view, although the actual percentage figures differ slightly. 
For Company B, four criteria have a value above 10% and five criteria have a 
value lower than 5%. The values are slightly more evenly distributed for Company 
B, which may be explained by the fact that one of the subjects for Company A 
gave almost all points to “Development cost-benefit”. The figures for the two 
companies become even more similar when this subject was removed from the 
data set. The four criteria with a value above 10% for Company B are (in order): 
Development cost-benefit, delivery date/calendar time, customer/market priority 
of requirement and requirement’s issuer. Basically, the only difference between 
the top five (except for smaller differences in the percentage values) was that cri-
terion 2 and 3 were swapped in order of importance. However, the actual differ-
ence in percentage value is small. The patterns are very similar for the two com-
panies when it comes to the least important criteria. 
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Fig. 2. Percentage values for importance of different criteria at Company B. 

In summary, it is quite clear that the two companies have very similar opinions 
regarding what is important when deciding whether or not to include a specific re-
quirement in the next project or release. This makes the results even more interest-
ing than if the companies had differing opinions, because it points to the possibil-
ity of a pattern, or common trend in views, across the software development 
industry. This could be a first step towards identifying key criteria in the decision-
making process with respect to including requirements in software projects or new 
releases.  

As a final note, it is worth stressing that this is the picture that emerges when 
aggregating the prioritization from the subjects. However, at an individual level 
the subjects actually have quite different opinions, which are further discussed in 
Section 4.6. 

4.4. Importance of Criteria in the Future 

A similar analysis for Company A and Company B was been conducted to exam-
ine how the subjects wanted to see the use of the criteria in the future. The objec-
tive was to capture what the subjects believed would be a better balance between 
the criteria than the situation today. The results for Company A are presented in 
Fig. 3, where it can be seen that only three criteria had a percentage value at or 
above 10%. The three criteria are among the five ranked the highest in the previ-
ous section. The development cost-benefit is still viewed as most important, and 
the customer/market priority of a requirement is second. However, the gap be-
tween the two top criteria is smaller. The development/maintenance criteria (crite-
ria 9-13) still have low values, but they are higher than in the previous section. In 
general, it seems like the patterns of today will remain in the future, although other 
criteria will be valued slightly more than today. 
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Fig. 3. Percentage values for importance of different criteria at Company A. 

The results with respect to the future judgment of the criteria at Company B are 
shown in Fig. 4. 

The trends found for Company A are also visible for Company B, although four 
criteria have a value of 10% or higher. In addition to the three found for Company 
A, the first criterion has a high score. The first criterion is related to competitors. 
Moreover, the order between the two highest ranked criteria has changed. Com-
pany B would like to have the main focus to lie on the customer/market priority of 
a requirement rather than focusing on development cost-benefit, although the lat-
ter is still very important. At the lower end, it is also possible to see for Company 
B that the percentages are closer to each other. In other words, more criteria ought 
to be used in the future than are used today. There are differences, but the patterns 
are similar and the differences may very well be the results of having few subjects 
after all. 
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Fig. 4. Percentage values for importance of different criteria at Company B. 



 

 

4.5. Analysis of Stakeholder Groups 

The 13 criteria were divided into three groups in Section 3.2. It is interesting to 
see how the balance is between these groups and if there are any differences be-
tween the situation today and how the subjects say that it ought to be in the future. 

In total, 13000 points have been awarded by the 13 subjects (1000 each). The 
division of these points is shown in Table 1. In this case, the main interest is to 
study how the importance of the different areas was judged in relation to each 
other.  

Table 1. Division of points between different dimensions of criteria 

 Today Future 

External market / 
customer 

4824 4503.5 

Company management 5722 5157 

Development / 
maintenance 

2454 3339.5 

 
The results presented in the table show that the criteria related to company 

management issues are, and will continue to be, most important. The main differ-
ence observable from Table 1 is that there is a general opinion that the develop-
ment/maintenance oriented criteria should be valued higher than it is today when it 
comes to decisions regarding which requirements to include in a project or release. 

4.6. Individual and Company Comparison 

An analysis at an individual level also has been conducted. The analysis points to 
the fact that there are large differences in opinions between individuals. This is 
supported both by a visual inspection of the collected data and a statistical analy-
sis. The latter analysis included both a principal component analysis (PCA) and 
correlation analysis for one company at a time. The PCA showed three groups at 
each company, which indicates that the subjects represent different views. A cor-
relation analysis yielded similar findings. Correlations between some individuals 
are rather high (and positive). However, some correlations between individuals are 
negative, although not high, which shows that there are quite different opinions 
among the individuals. 

Based on the analysis of the opinions and views of the individuals, it is rather 
surprising to see common patterns at both companies as discussed in relation to 
Fig. 1 to Fig. 4. A possible explanation is that there are quite different opinions be-
tween individuals but, when aggregating the different views, a common pattern 
becomes visible on a company level. The results on an individual level point to a 



 

 

need to align the opinions of what is important when deciding what to include in a 
specific project or release. 

4.7. Validity Threats 

As for any empirical study, there are some threats to the validity of the findings. 
The first threat is related to what the two companies represent in terms of popula-
tion. The two companies have several things in common, such as development of 
real time systems for control purposes on an international market. This means that 
the companies may not be representative of all types of companies, and hence the 
results must be interpreted with some caution when moving away from the charac-
teristics of the two studied companies. 

On an individual level, there is a risk that it is easier to agree to relevance of the 
criteria than to disagree. However, this is partially taken care of by allowing the 
subjects to assign zero points to some criteria if they so wish. Moreover, it is eas-
ier to stick to the stated criteria than proposing new criteria. This means that im-
portant criteria may be missing, for example, the criteria mentioned by two sub-
jects related to strategic importance/alignment. 

Another potential threat is related to the questionnaire. It is always difficult to 
know whether the respondents have understood the questions as intended and in a 
similar fashion to one another. This threat is somewhat addressed by providing the 
outcome of the survey to the respondents so that the results can be discussed both 
at the respective companies and with the researchers. 

The threats point to the need to analyze the other companies included in the 
study, although the number of subjects for the other companies vary considerably. 
Moreover, the threats also highlight the need for replication of this type of study. 

5 Conclusions and Further Work 

In this chapter, the value-based concept has been discussed and studied from the 
viewpoint of decision-making in requirements engineering. We have analyzed the 
determinants of whether or not a specific requirement should be included in a spe-
cific project/release. The inclusion or exclusion of specific requirements affects 
the value of the final product and hence the actual criteria for making these deci-
sions are important to understand when discussing value-based software engineer-
ing. 

The results from a survey conducted at two companies with 13 subjects repre-
senting roles such as product managers, project managers and line managers are 
reported. It is demonstrated that the patterns from both companies were quite simi-
lar in terms of the judged importance of different criteria, although individuals had 
quite different opinions of what is most important. Overall, it is agreed that who 
states a requirement is important and their priority of that requirement. Moreover, 
issues such as development cost-benefit, delivery date and resources available are 



 

 

also important. Criteria related to development and maintenance aspects, such as 
complexity and system impact, have lower importance. When comparing the 
situation today with a judgment of how it ought to be in the future, subjects ex-
pressed the desire to weight the criteria slightly differently in the future, although 
the general pattern remains the same. Subjects felt that criteria related to develop-
ment and maintenance ought to be more important in the future than they are to-
day. 

Future work should include improving the set of criteria based on the feedback 
from this study or similar studies. Replications are also needed to uncover whether 
the findings provide a general picture of how decisions are made in the software 
industry with respect to which requirements to include in a project or release. 
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