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Abstract: This paper presents the concept of a new, statistical approach to the feature
interaction problem. The approach is based on the ideas originating from Statistical Usage
Testing, and aims at rationalizing the process of feature interaction detection during serv-
ice creation by utilizing the statistical properties of system usage. The most probable com-
binations of service features should receive the most attention, whereas the combinations
whose occurrence probabilities are extremely low or zero may not be considered. In this
sense, the proposed statistical approach is an added value to other feature interaction detec-
tion methods. By taking advantage of the statistical distributions of the user’s behaviour, it
is also possible to provide for efficient verification of service software and certification of
service quality from the feature interaction point of view.

The paper discusses general aspects of the feature interaction problem. The principles of
statistical testing and statistical usage modelling of services are outlined. The process of
creating the usage specifications of telecom services is presented, and possible applica-
tions of the usage specification in feature interaction detection, service software verifica-
tion, and service quality certification are discussed.

1. Introduction

Every communication network is the subject of continuous evolution. Unfortunately, this process rarely
has a conservative nature [15]. The operation of newly introduced services and features alters, often
intentionally, the behaviour of the existing ones [9]. This phenomenon is known as Feature Interaction
(FI). The range of problems it may cause varies from an unexpected or undesired service behaviour
slightly annoying to the users, to large financial losses, or serious network breakdowns.

The FI problem is commonly regarded as one of the major obstacles to the rapid deployment of new
services for Intelligent Networks (IN). The inability to assure consistency between the expected and the
actual service behaviour might jeopardize this fundamental goal of IN. The problem is not unique to IN,
and can be encountered in other technical and non-technical domains. In telecommunications it has
been encountered since the first PBXs with a diversity of features were introduced, over 20 years ago.

The FI problem can be addressed in different phases of the service life cycle and on different levels of
abstraction. Research in this area focuses on detection, resolution, and avoidance of Fls. Despite a
number of significant efforts like [4], no widely approved solutions and no common taxonomy exists in
this area, so far (e.g. since service and feature are often used as synonyms, the term service interaction
can also be found). In this paper, by service we mean a commercial package, or rather combination, of
features that is offered by the service provider. Thus we can talk about intra-service and inter-service
feature interactions as well as about interactions between services.



There are tendencies to address the FI problem already in the early stages of service creation, by apply-
ing formal modelling of services in SDL, LOTOS, Z [5, 1, 14], or different types of logics [7, 6, 15],
combined with automatic or manual verification of their properties. Other efforts concentrate on finding
network mechanisms, such as the Negotiating Agent Model [10]. The proponents of the latter approach
stress that run-time FI resolution provides flexibility and simplifies service creation, and fits perfectly
the idea of rapid service deployment in a multi-provider environment. Also, new concepts of service
and network architectures, such as TINA are being investigated [3, 21]. Their aim is to separate services
from the underlying switching capabilities by using, for instance, the concept of Open Distributed
Processing (ODP). As claimed, this should increase the orthogonality of different features, and thus
eliminate, to a great extent, their interactions.

The two latter approaches are the most promising in the long run. However, the need for the detection
and resolution of Fls at the early stages of the service life cycle will still exist in the future. Different
features, for example, Unlisted Number and Calling Line Presentation, may be introduced to realize
contradictory goals, independently of their implementation. Possible combinations of such features and
the nature of their interactions have to be analysed during service creation in order to provide appropri-
ate resolution mechanisms or to take appropriate policy decisions. If such policy decisions can lead to
restrictions, the service provider should make the user aware of them.

The detractors of FI detection and resolution during service creation contend that this task is a virtually
impossible, since the number of feature combinations to be analysed grows exponentially with the
number of features in a network [2]. From the combinatorial point of view this is true, but, in reality,
many feature combinations need not be considered [12], because they can either never occur or their
occurrence probability is extremely low. This is the fundamental observation that leads us to the idea of
a statistical approach to feature interaction.

2. A Statistical Approach to Feature Interaction

Growing customer expectations and deregulation of the telecom market in many countries is causing an
increased pressure to rapidly deploy new, technologically advanced telecom services. In order to meet
this challenge, service development cycles will have to be radically shorter than today, while the prod-
uct quality will have to remain very high. In particular, service providers and network operators will
have to find time- and cost-efficient methods for detecting and resolving feature interactions which will
enable them to shorten the time-to-market for new services, and to minimize the negative influence of
the feature interactions on the quality (availability and reliability) of the services provided.

This paper presents a new, statistical approach to the feature interaction problem, based on the ideas
originating from Statistical Usage Testing (SUT). The main objective is to utilize the statistical proper-
ties of the user’s behaviour in order to rationalize FI detection and verification at different stages of
service creation, and to enable certification of the service quality from the feature interaction point of
view. Before we present this new approach, an outline of SUT will be given.

2.1 Principles of Statistical Usage Testing

The idea of SUT originates from Cleanroom software engineering [16]. In general, statistical testing is
a specific type of functional black-box testing in which test data are selected from the input domain
according to probability distributions. The basic idea of SUT is to match the actual usage profile during
the testing process in order to detect the system failures that affect the users most frequently, i.e. those
that have a significant impact on the system reliability. SUT promotes early system exposure to realistic
usage, which brings objectivity and realism to the testing process and helps to achieve significant relia-
bility improvement during the process. A similar statistical testing method called Operational Profile
Testing (OPT) has been adopted by AT&T in the field of telecom switching systems [17].



The famous study by Adams, quoted in [16], shows that just 1.5% of the faults existing in the program
code cause over 50% of all the reported execution failures, whereas 60% of the faults occur so rarely
that they cause only 3% of the failures. These figures show that equal treatment of all software faults, as
is done in conventional testing, is not the best way of improving system reliability during the testing
process. Using non-statistical sampling we can only assess system reliability for a particular, arbitrarily
selected, set of test cases.

It should be stressed, that by system reliability we mean here a measure of how well the system pro-
vides the services expected by its users. The system reliability is thus not an absolute value. Instead, it is
very much dependent on how the system services are employed by the users in practice. Therefore, the
ability to provide a realistic usage specification is the key factor in the process of assessing the system
reliability. The usage specification consists of the usage model and usage profile. The usage model
describes the structural aspects of the usage (e.g. possible sequences of service and feature invocations
generated by the user), whereas the usage profile quantifies this usage in terms of the probability distri-
bution of user’s choices that lead to the execution of specific services and features in specific environ-
mental context.

Whittaker in [22] proposes the discrete state Markov chain as a stochastic model of system usage. A
usage specification based on a Markov chain is very detailed, i.e. it models every single move of the
user and defines its probability. Though the occurrence probabilities of system services, features, and
their combinations are not defined explicitly, they can be derived from the usage specification due to
the analytical (mathematical) properties of Markov chains. Unfortunately, for large, multi-access sys-
tems, such as IN, this approach may lead to a so-called state explosion which results in the usage model
becoming so big and complex that it might become unmanageable. The problem can be solved by
developing a hierarchy of Markov chains (see Section 3).

2.2 Properties of Statistical Usage Testing

Statistical testing is a relatively new approach which is just beginning to be used on the industrial scale.
There are, however, some interesting applications of SUT and OPT. The results of these applications
show that statistical testing requires up to 50% more effort during test planning, but the total time spent
on test preparation and generation can be reduced to 70% compared with non-statistical testing meth-
ods, since an unlimited number of tests cases can be automatically generated from the usage specifica-
tion. The overall time and cost of system testing may be reduced by 50% [7]. Statistical testing can be
as much as 20 times more cost-effective in finding execution failures than conventional approaches, and
the number of user-reported faults can be reduced by a factor of 10 [17]. Since the problems caused by
Fls are just a subset of all possible network failures, we could expect that the application of SUT in this
area will have similar, positive effects.

Despite these encouraging results, sceptics claim that statistical testing is not able to assure a sufficient
requirements coverage and thus several critical operations may not be verified during the testing proc-
ess. The objectivity and realism of test selection in statistical testing is the strongest argument against
this thesis. Practical results show that statistical methods provide a good requirements coverage which
usually reaches as high as 90% [16], which is not worse than for traditional, coverage-oriented func-
tional testing methods. Moreover, a properly constructed usage profile may emphasize rarely used, but
critical operations [17].

The real problem with SUT is that the predicted system reliability relies very much on the defined usage
profile of a system. Wrongly defined usage profiles might result in an irrelevant reliability assessment.
Creation of a relevant and realistic usage specification for newly provided services and features may
present a great challenge, requiring extensive market research, prototyping, etc. This is especially diffi-
cult when new types of services are provided, for which no realistic usage data exist. Musa [17]
describes a systematic, top-down approach to the creation of usage (operational) profiles for telecom
systems.



2.3 Utilization of Usage Specification

As far as the FI problem is concerned, the usage specification of services can be utilized in three ways:

e The usage specification can be used to calculate occurrence probabilities of different combinations
of features. By focusing on the most probable combinations, and “neglecting” those whose probabil-
ity is under a certain level or zero, we can dramatically reduce the time and cost of FI detection and
resolution during service creation. By applying this policy, we will also minimize the negative
impact of Fls on the users, and shorten time-to-market for new services.

e The usage specification can be employed to generate test case scenarios resembling the real user’s
behaviour. Such test cases can then be applied for verifying the (executable) specifications and mod-
els of the system as well as for testing of the system itself. By measuring the mean time between
observed Fls (analogous to Mean Time Between Failures), we can certify the system reliability from
the FI point of view.

e |f some of the detected FI cases are intentionally left in the network, for instance, for the sake of
flexibility, or if their resolution imposes certain restrictions, the service provider must inform the
users about it. It is unacceptable to supply user’s manuals with hundreds of pages describing in
detail all such cases. By employing the usage specification it is possible to choose the FI and restric-
tion cases that will be encountered most frequently and include only them in the user’s manuals.

By implementing the statistical approach to Fl in practice, the idea of rapid service deployment could
be facilitated, and the negative effects of Fls for the service subscribers and providers minimized.
Moreover, we would be able to quantify the actual impact of the FI problems on the service reliability.

3. Usage Specification of Telecom Services

3.1 Usage modelling of services

Statistical testing is based on a usage specification which consists of a usage model and a usage profile.
As mentioned in Section 2.1, discrete Markov chains can be applied for service usage modelling, but on
a limited scale. As a matter of fact, the concept of statistical testing is so new that no well-established
theory of creating usage specifications exists so far. It should be stressed, however, that usage model-
ling of telecom services, though without statistical aspects, has already been successfully applied to
interaction detection [13]. Below, we discuss two service-oriented usage modelling techniques pro-
posed in [20, 24] and [13] which may be useful in the statistical approach to FI.

The first of the usage modelling techniques introduces the State Hierarchy (SHY) model which
extends the concept of discrete Markov chains. The SHY model has been designed to support the mod-
elling of real-time, multi-access telecom systems. The SHY model specifies the usage in a hierarchical
manner with services and their features as the lowest levels of this hierarchy. Such a structure of the
usage model facilitates incorporation of new services and features into the usage specification, and
reduces the negative effect of the state explosion typical for “flat” Markov chains. Though the SHY
model is designed to support automatic test-case generation, it still preserves the nice analytical proper-
ties of Markov chains. In particular, it enables calculation of service occurrence probabilities.

The SHY model assumes that there are different types of users. A distribution of user types, i.e. a per-
centage of users in each type, should reflect reality. This distribution is modelled on the user type level,
whereas particular users are represented on the user level. Each user type has a number of services
available. These are represented on the service level. The actual behaviour of the users of particular
services and features is described on the behaviour and sub-behaviour levels. These levels contain finite
state machines which are Markov chains. The SHY model also introduces the notion of time in the
usage model.



The SHY concept is still evolving, and there are a number of problems to be solved. In particular, it has
been designed with test case generation in mind, which requires explicit specification of the dependen-
cies between different services and users. Such dependencies are described by means of so-called links
between different finite state machines on the behaviour and sub-behaviour levels. This means that cer-
tain interactions between services have to be explicitly specified in the model. This issue must be fur-
ther investigated if the model is to be used for solving the feature interaction problem.

The second of the mentioned usage modelling techniques does not have the drawback mentioned
above. The second method is based on the concept of a Service Usage Model (SUM) developed for the
purpose of detection of feature interactions in Intelligent Networks [13]. The SUM enables determina-
tion of which combinations (sequences) of service and feature invocations are possible in call scenarios.
The model shows many similarities to the SHY model discussed above; however, it concentrates purely
on service usage modelling corresponding to the behavioural level of the SHY model. In particular,
service features are treated as atomic operations, rather than as separate finite-state automata like in the
SHY model. It is worth noticing that the SUM-based technique has been successfully applied to the
detection of interactions between European-wide IN services in EURESCOM Project P230 [12].

A nice property of the Service Usage Model is that each service is described separately by means of
Service Usage Graphs (SUGs). A SUG shows explicitly all possible orders of feature invocations
within the service it represents. Possible orders of invocations of different services and features in calls
are also shown by means of so-called common states. This means that, unlike SHY, no explicit specifi-
cation of the dynamic relations between different services is necessary. The SUM, as it stands, does not
include any statistical profile. Such extension is, though, possible.

The concepts of SHY and SUM are complementary, i.e. both have some disadvantages, but a proper
combination of their elements may give a usage specification which has both a manageable and simple
structure, and good analytical properties. The proposal for such a usage specification is outlined in the
next section. This is, however, a subject for further investigation.

3.2 Creation of Usage Specifications

The process of creating a usage specification requires a systematic approach, for example, a usage spec-
ification cannot be produced by means of ad hoc methods. A proposal for systematic creation of a usage
specification is shown in Figure 1. The creation process starts with the Use Case Driven Analysis of
service requirements, as described in [11] and [18]. Different call scenarios (use cases) are identified for
typical system users (actors). Use cases are described as sequences of events that take place in call sce-
narios. The use cases are then analysed and merged into a number of Service Usage Models, as pro-
posed in [13]. Each SUM is related to one actor (user type). In of some service cases, the Service Usage
Graphs (see previous section) may have an identical structures for different actors. It is also possible
that SUGs representing the same service have different shapes for different actors, e.g. due to differ-
ences in features offered for private and business users.

In parallel to Use Case Driven Analysis, the Statistical Usage Analysis of services is performed. Here a
structured approach, like the one proposed in [17] for operational profiles, should be applied. As a
result of this analysis, probability distributions of users’ behaviour, environmental conditions, and serv-
ice invocations should be obtained. We will not elaborate on this subject here, as a great deal of inven-
tory work remains to be done. The statistical analysis is only possible if the service providers and
network operators systematically collect information about service usage. Note that, unlike POTS and
PSTN, no commonly accepted mathematical models of IN or GSM services exist today. This is equally
relevant for modelling of system usage as for modelling of the traffic related to these new services and
networks.
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FIGURE 1. Creation of Usage Specification.

The SUMs form the basis for creating a hierarchical V&V Usage Model, according to the ideas behind
the SHY model. In this sense, the SUMs form the behavioural level of the SHY model. The V&V
Usage Model is then complemented with the Usage Profile yielded by the Statistical Usage Analysis,
and together they form the Usage Specification. The Usage Profile captures statistical usage properties
of every service used by each of the actors. Note that the same service may have different usage profiles
for different actors (users types). For instance, specific features of the Credit Card Calling (CCC) serv-
ice may be used with different intensity by private and business users. Hence, the SUG describing CCC
may appear in the SUMs related to these two user types, but with different usage profiles.

4. A Statistical Approach to Feature Interaction Detection

The detection of Fls during service creation requires specification of the properties of the services, their
features, and the network as such. As mentioned in the introduction, different formal description tech-
niques can be applied here. If the properties of one feature are violated by the properties of another, or if
they are not satisfied by a composition of their formal models (if such are provided), an interaction case
is spotted [6, 7]. The verification of feature properties is still done manually for most of the models.
This is a lack of balance between expressive and analytical power typical for the formal models in com-
puter science. Many interesting attempts are being made to apply techniques such as exhaustive simula-
tion or model checking to enable automatic verification of service and feature properties, and thus
automatic detection of FIs [5]. None of the documented attempts of this kind have, however, proved to
be useful for a large number of services and features.

Since most existing methods of formal service modelling take the user’s point of view [6, 7], we believe
that the usage specification outlined in the previous section can be a step towards the creation of more
detailed, formal models of services in SDL, LOTOS, or any other formal language or modelling tech-
nique. In this way, consistency and traceability between the usage model and the formal model of serv-
ices could be assured. Of course, the ultimate goal for the proposed statistical approach is to develop a
formal service model that could also cover statistical properties of service usage. In Figure 2, a possible
role of the usage specification and the formal service model in FI detection are shown.
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FIGURE 2. Role of Usage Specification in FI detection and resolution.

The proposed statistical approach gives an added value to formal FI detection techniques. By applying
the usage specifications to select the most probable feature combinations and call contexts in which
their properties have to be verified, the number of combinations to be checked either manually or by
some validator will be significantly reduced.

In consequence, the time necessary for FI detection will become fairly reasonable, so that it can be per-
formed every time a new service or feature is added to the network. Moreover, by resolving first the
most probable Fls, the overall impact of the FI problem on the users will be minimized already at the
early stages of service creation and in a relatively short time. Features with very low occurrence proba-
bilities, but with critical impact on the network performance or billing system, may receive a special
treatment, as suggested in [17].

Even if we manage to detect and resolve all the most probable interaction cases existing in the formal
model, we still have to verify the consistency between the real service software and the model, and to
detect all Fls that have been introduced during the design and implementation of this software. Unfortu-
nately, exhaustive simulation or model checking are not applicable to the target systems and probably
never will be. The only means we can use for this purpose is testing. Testing; but not the exhaustive sys-
tem testing which is commonly used for detecting service and feature interactions today.

Since coverage of all feature combinations under all possible environmental contexts is virtually impos-
sible, we can again apply the Usage Specifications to select the most probable feature combinations,
environmental conditions, and call scenarios, as shown in Figure 2. By constraining our verification to
such cases, we would be able to carry out the system and conformance testing in a reasonable time. The
formal models of the services could be used as a reference model for automatic verification of the test
results, which should speed up the testing process even more.



5. Feature Interaction Certification Process

One of the most important ideas of our method is the Fl-oriented certification of system reliability dur-
ing service creation. The FI certification process, which is described subsequently, could become an
integral part of the total system reliability certification.

The certification of system reliability is based on all failure occurrences and time between these fail-
ures, but, as the objective here is to certify Fls, only failures related to them should be considered. The
time between such failures can be put into the same type of mathematical models of reliability as nor-
mal failure data (see Section 5.2). Hence, it will be possible to certify the level of network and service
reliability with regard to feature interactions.

5.1 Certification process

Randomized generation of test cases, representative of the actual system usage, from the Usage Specifi-
cations, is crucial for FI certification. Note that, with this approach there is no need for any extra, FI-ori-
ented testing. Instead, it is necessary to be able to distinguish Fl-related failures or problems from the
others. The formal system model, serving as a reference model of system behaviour, can be used for this
purpose, see Figure 3.
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FIGURE 3. Feature Interaction Certification Process.

As mentioned above, the objective of the proposed method is also to allow for this type of certification
throughout the whole service creation process. Certification at the later stages by means of system test-
ing is most obvious and is extensively covered in the literature, but some work has also been done to
enable reliability certification prior to system testing. In [23], the possibility of certifying the reliability
during dynamic analysis of system design models in SDL is discussed, and in [25] some results con-
cerning simulation of SDL specifications are presented. These early-stage methods may also be applied
to FI. In this way, the scale of the FI problem and its impact on the service users and subscribers can be
estimated very early by the service providers and network operators.



The process is hence based on a usage specification and either a formal model of the system or the tar-
get system itself, see Figure 3. Test cases are generated randomly according to the expected Usage
Specification and these can be applied for FI detection by means of dynamic analysis [23] or simulation
[25] early in the software life cycle. The results from the analysis or simulation must be compared with
the requirements specification or the formal models of the system created during development, to deter-
mine whether the system is behaving as expected or not. This early certification gives the first estimate
of the reliability of the system (or at least its software). The actual mathematical certification procedure
is briefly described in the next section.

As the development proceeds and the software becomes available on the target system, then the system
testing can be initiated. Test cases are once again generated according to the usage specification. The
reliability can now be estimated and the future system reliability can be predicted. One part of the relia-
bility estimation is the FI reliability, i.e., failures or unexpected behaviour caused by interactions can be
measured. Again, the correct behaviour can be determined through a comparison with the formal mod-
els or the system requirements.

5.2 Certification procedure

In the book by Musa et al. [18] a model for reliability demonstration testing is described. The model is
a form of hypothesis certification, which determines if a specific MTBF (Mean Time Between Failures)
requirement is met with a given degree of confidence or not. A hypothesis is proposed and the testing is
aimed at providing a basis for acceptance or rejection of the hypothesis. The procedure is based on the
use of a correct operational profile during testing and faults not being corrected.

The primary objective here, however, is to certify that the FI requirement is fulfilled at the end of the
certification, hence resolution of the FI problems during the certification process ought to be allowed. A
relaxation of the assumption in the model of no changes is discussed below. The hypothesis certifica-
tion model is based on an adaptation of a sampling technique used for acceptance or rejection of prod-
ucts in general.

The hypothesis is that the time between Fls is greater than a predetermined requirement. The hypothesis
is rejected if the objective is not met with the required confidence and accepted if it is. If the hypothesis
is neither accepted nor rejected, the certification must continue until the required confidence in the deci-
sion is achieved.

The hypothesis certification is performed by plotting the FI failure data in a control chart. Figure 4
shows failure number (r) against normalized failure time (t,o/m). The failure time is normalized by

dividing the failure time by the required time between Fls.

The certification continues while the measured points fall in the Continue region. The certification is
terminated when the measured points fall into the Reject or Accept region, and the software is then
rejected or accepted accordingly. In Figure 4, a rejection case is shown.

The control chart is constructed by drawing the acceptance and rejection lines. They are based on the
accepted risks taken for acceptance of a bad product and rejection of a good product. The calculations
are described by Musa et al. [18].



» thorm

FIGURE 4. Control chart for hypothesis certification of the FI reliability.

When solutions to interaction problems are introduced, the control chart should be reset and the process
started from the beginning. It is not practical to reset the control chart after every identified unwanted
interaction, so the chart is reset after a number of cases has occurred. The reason for resetting the chart
is mainly that after solving a problem, the software can be viewed as a new product.

It can be concluded that the hypothesis certification model is easy to understand and use. The model
provides support for decisions of acceptance or rejection of software products at specified levels of con-
fidence. The hypothesis certification model may also be complemented with one or more software reli-
ability growth models to allow for prediction of reliability. These types of models may also be used to
predict FI reliability in particular.

6. Conclusions

The idea of a statistical approach to the feature interaction problem presented in this paper is new and
still untried. However, the most important elements of this approach have already been practically veri-
fied with positive results. To summarize, we can say that the presented approach promotes the follow-
ing three ideas:

e Statistical usage modelling of telecom services and features,
e Statistical approach to the rationalization of feature interaction detection and service verification,

e Certification of network and service reliability from the feature interaction point of view.

The first idea still requires a great deal of research and case studies before a usage specification that sat-
isfies all the needs of the statistical approach to feature interaction can be achieved. Other formalisms,
such as Petri Nets or Harel’s State Charts, should be investigated as potential service models. An ulti-
mate model should capture procedural, non-procedural, and statistical usage properties of the services
and their features, and it should also demonstrate a proper balance between the expressive and analyti-
cal power, i.e. automatic calculation of service occurrence probabilities, automatic generation of test
cases, and automatic detection of feature interactions should be possible.

The second idea, as we see it, could become one of the most radical solutions for the feature interaction
problem. The statistical approach is complementary to other methods aimed at feature interaction detec-
tion during service creation. By utilizing statistical properties of the service usage, we are able to dra-
matically reduce the number of service and feature combinations to be verified and feature interaction
cases to be solved. The biggest obstacle here is the lack of proper statistical data concerning the usage
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of new, advanced services. Therefore, to implement this approach in practice, the process of systematic
collection of such data has to be started by service providers and network operators as soon as possible.
Our job, as researchers, will be to develop a relevant model capturing this statistical data, and to provide
methods for creation and analysis of this model.

The third idea addresses the problem of certifying the network reliability from the feature interaction
point of view. In fact, we should go beyond this and discuss the reliability of the services and features in
separation from the underlying network. Feature interaction certification is then just part of this con-
cept. So far, no requirements on service software quality have been formulated or standardized. In the
future, third-party service provider market, the need for such standards as well as for efficient proce-
dures for certifying the reliability of provided services, will be apparent. We believe that our proposal of
feature interaction-oriented certification will not only help to handle the feature interaction problem
during service creation and to quantify the impact of feature interactions on the users, but will also con-
tribute to the concept of the standardisation in the area of telecom service quality.

The final conclusion is that the proposed statistical approach can be a significant step towards minimiz-
ing the time-to-market and maximizing the quality of provided telecom services. If consistently imple-
mented in the service creation process, it can give the service providers a competitive edge in the
growing market of advanced telecom services.
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