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Abstract

Software process improvement is difficult. The benefits of each new process change proposal or new technology is hard to judge. A systematic approach to introduction of new technology and change of software processes is presented in this paper. The objective is to provide a framework for evaluation of the impact of a software process change. The framework provides a basis for evaluating changes in a software organization, and it is based on the identification of three major types of evaluation: surveys, experiments and case studies. These types are further divided into seven separate methods of evaluating process change proposals and hence managing change. Examples of usage of the three types and the seven methods with respect to commercial projects are provided. It is concluded that cost-effective change of software processes is difficult, and that the proposed methods provide a framework for organizations trying to cope with process change.
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1.0 Introduction

1.1 Background

The introduction of changes in a software organization must be made systematically and based on informed decisions. An organization developing software cannot adopt every trend or new technology emerging. In this context, a technology is defined as processes, methods, techniques and tools in a software organization. Thus, it is assumed to include changes to any process, for example, processes related to people issues, for example change of processes supporting skill development of the personnel, as discussed in P-CMM [Hefley95]. New methods and tools are presented regularly in a rapid pace, but an organization developing software cannot be expected to change in this pace. It is necessary for an organization to be able to judge, which changes are suitable and hence beneficial for them, economically, technically or in other terms.

To ensure cost-effective and controlled process change, a framework for systematic process change is needed. This type of framework can be viewed as one important part of a general software process improvement programme. The objective of this paper is to present a framework for systematic evaluation of software technology. Furthermore, to provide software organizations with a means for evaluating process change and hence introduce of software technology in a systematic way. The specific methods within the framework are not new, but the comprehensive framework is. The framework relates the methods to each other in a systematic way.

The proposed framework can be used for both technology introduction into an organization developing software and to evaluate new software technology emerging from research centres, for example universities or research departments within large software organizations.

Systematic process improvement is first discussed to put the proposed framework into context. Thereafter, the application of the framework is discussed. Finally, some conclusions are presented.

1.2 Systematic process improvement

Traditionally, process improvement in industry has been a means of changing the used software processes in order to achieve some stated goals with respect to, for example, quality, time to market and productivity. Unfortunately, most of the changes have been done based on beliefs or assumptions that a specific change will affect the product or process in a positive direction relative to the goals. The results have often led to the opposite with unpredictable costs for the technology change and unpredictable quality, time to market and productivity. The solution to this is to focus on systematic process improvement.

Systematic process improvement refers to goal-oriented measurement, [Basili94a], and a controlled way of introducing process change, with predictable outcome in terms of the above parameters. Thus, goals and a strategy for evaluating change must be determined. Based on the strategy and the goals, specific measures can be derived to enable evaluation of the actual impact of the proposed change. The formulation of goals must
be company specific, and the strategy must be tailored to the organizational needs and the people involved in the technology change, [Gustavsson95].

Most approaches to software process improvement are primarily focused on process assessment and identification of potential areas for improvement. This is the main approach taken in, for example, CMM [Paulk95], Bootstrap [Kuvaja94] and SPICE [Rout95]. A recent attempt to systematise and evaluate the support for people working with software development, and evaluate areas for improvement, is proposed through the People-CMM [Hefley95].

The single most important factor in software development is the skill of people [Boehm81]. Thus, new technology should only be introduced as a means for helping people develop their personal skills. Technology should be for the people, which implies that changes must be introduced in a way that people feel involved and in a positive atmosphere. A key issue to succeed with process improvement is thus to have commitment from management, but perhaps even more important to ensure that people would like to change, i.e. people wants to start using the new technology.

The framework proposed in this paper may seem technology-oriented, but the objective is really to provide means for demonstrating usefulness of new technologies both to management and to the people involved. In our opinion, a key issue, to get commitment from everybody involved, is to start in a small scale and to show the potential benefits, and to illustrate for the people that using the new technology actually is rewarding and stimulating. Thus, the framework should act as a facilitator for process change by providing a systematic approach to change, which allows us to demonstrate, market and get commitment before introducing a change in a whole organization.

The assessment is an important part, but support is also needed for introducing changes and supporting people and organizations in their objective to improve. Some different approaches exist in this area too, for example, the Personal Software Process [Humphrey95], and the Quality Improvement Paradigm and Experience Factory [Basilii94b]. The PSP focuses on how individuals can work continuously with improving their own way of working, and the experience factory approach primarily is aimed at the organizational level.

All of these approaches are important and have their advocates, but it is not, in our opinion, possible to state that one of them is better than the other. The approaches can, for example, be combined to enjoy the benefits from several of them. It is, for example, possible to adopt the Quality Improvement Paradigm and use Bootstrap for characterization of the organization.

The approaches discussed so far do not have any explicit support for evaluation of new technology proposals or for technology transfer in an organization. Some possible evaluation methods for this are: surveys, experiments and case studies. These are techniques that help us understand, evaluate, guide, control, predict and improve our software processes. The need for experimentation in software engineering is stressed in [Basilii86], although it recently has been argued that if a change is not obviously good then we should not bother [Davis96]. The latter view seems a little naive based on the complexity of large scale software development, and in particular since, for example, a process change may improve software quality, but it may have a negative impact on time to market. How do we judge and evaluate this issue without investigations?
The objective of this paper is to put the evaluation methods into context, and provide a framework to structure the relationship between the methods.

2.0 Technology introduction

2.1 Introduction to the framework

A systematic approach to technology introduction is needed and illustrated in Figure 1. The focus here is on evaluation of technology, while CMM or other models can be applied for assessing an organization. The “Evaluate Technology” box in Figure 1 is expanded in Figure 2. It is important to stress that iteration and feedback within and between the different parts are essential although not indicated in the outline.

![Figure 1. A scenario of technology introduction for process improvement.](image)

A major problem in the improvement process within software engineering is the inability to reuse experiences from other organizations, and in particular specific values concerning increase in quality or productivity and also reduction of time to market. Success stories presented in the literature cannot just be transferred into another organization. A technology which is beneficial in one environment may be less rewarding in another context, hence most organizations must strive to create their own experience base, [Basili94b]. To enable the creation of an experience base without taking chances, it is necessary to identify a number of possible methods for evaluation of software technology. A framework with a number of possible methods is depicted in Figure 2. The methods indicate an increase in the following: cost, confidence in the outcome and similarity in terms of context in comparison to the ordinary software development environment. This is further discussed in Section 2.3. It should also be noted that the methods are possible methods and they should not be interpreted as a number of steps that have to be conducted after each other in the presented order.
The evaluation environment may be of three different basic types, and the environment is closely related to the research method applied, see Figure 2. These are all further elaborated below.

The approach discussed here with a scientific and systematic approach to process improvement is supported by others. For example, in [Basili86] experimental software engineering is discussed, the need for a scientific approach is stressed in [Fenton94], and experiments as a means in software engineering is thoroughly described in [Pfleeger94]. A systematic approach to case studies is presented in [Yin84], and it is further elaborated for software engineering in [Kitchenham95]. The state of the art in experimental software engineering is summarized in [Votta95].

2.1.1 Desktop/Survey

A survey can be based on available literature, experiences stored in the experience base or it can be based on subjective expert judgement. The survey results can be used for a desktop evaluation, where the information gathered is combined using common sense or more formally models of the execution.

The models used for prediction can either be very simple (basis impact analysis), implying that the values collected are used almost as is, or the models could form a more advanced prediction system (detailed impact analysis). This can take into account dependency between different attributes, for example, time to market and one or several product quality attributes. A method and some simple models for impact analysis prior to change are presented in [Höst95]. Thus, the survey methods are:

- Literature study
  A literature study is the expected starting point when evaluating a specific process change proposal. It provides an opportunity to review the current state of the art and often also the best available practice in the area. The information collected can either by judged subjectively or, if possible, objectively based on published figures.
and expected impact in our specific environment. The lessons learned from the literature study must be combined with the actual environment in which the technology change is considered.

- **Basic impact analysis**
  Information is collected, primarily from earlier experiences and expert judgements, for an overview of the problem, i.e. we do not examine how, for example, a specific method affects all different parts of a process. Instead, the focus is on overall change in performance.

- **Detailed impact analysis**
  In this particular case, the desktop study is performed in-depth. For example, experts from different areas are interviewed for their opinions. The overall impact of, for example, a new method is derived, using a set of models of project execution and the detailed information. No individual is in control of the overall result of the evaluation.

**Example:**

One example of a change proposal is to introduce a formalized inspection process into an organization's software development processes [Fagan76]. This example is presented in three different parts, one describing desktop evaluation, another laboratory evaluation, and a third the implementation in production projects.

The first step is to search the literature for articles and books about software inspections. This particular area has been relatively well covered by the literature, both in terms of books, for example [Gilb94], and through articles both describing inspection techniques, for example [Fagan76], and experience and experiments when using inspections, for example [Porter94] and [Wohlin95].

After the literature study, we assume that an organization decides to perform a basic impact analysis to better understand the characteristics and impact of introducing formal software inspections. This means that a number of people who are able to overview the complete development process could be consulted. Their estimates can then be used to form a first insight on the efficiency of the proposed technique.

The detailed impact analysis would be based on the estimated impact on the sub-processes. Therefore, a more extensive data collection must be performed. Here, a number of experts from each of the different parts of the process, such as high level design, design and test could be consulted. These experts can give their estimates of the new inspection technique’s impact on their respective parts of the process. When this data has been collected mathematical models can be used to predict the overall impact [Höst95]. The output from the models forms the basis for a decision whether to continue the evaluation, and which method to apply next, or if the technique should be dismissed.

### 2.1.2 Laboratory/Experiment

A laboratory means that the techniques proposed are evaluated in an off-line environment. The objective is to resemble the actual software development environment, but the resulting software is not expected to be delivered to any customer. A laboratory
means experimenting and trying to come to a conclusion regarding the effectiveness of a particular software technology. Experiments, and in particular the design and analysis of them, are discussed in [Pfleeger94]. Experiments can be divided into two major types.

- **Limited experiment**
  A limited experiment is restricted in size or in scope, in particular probably including evaluation of an isolated technology. The experiment can, for example, be an investigation of an inspection method which is taken out of context from the development process.

- **Full experiment**
  A full experiment is when the investigation is made as a normal project, although within a laboratory environment, i.e. the requirements regarding delivery dates and so forth are not realistic.

**Example:**

An inspection technique can be evaluated in laboratory experiments in a number of different ways. One way to construct a limited experiment is, for example, to let a number of independent groups of people inspect the same material with a known number of faults in it. In this limited experiment the efficiency of the inspection technique can be assessed. This limited experiment would involve people using the new technique in a stand alone experiment as if the technique was part of a complete project.

To estimate the inspection technique’s impact in the complete development process, and hence to put it into the context of the whole process, a full experiment can be conducted where the technique is applied in an off-line project. This would involve people using the new technique as if the project was a production project, but with the limitation that it is not carried out with the constraints of executing it on-line, for example changing requirements. This means that the organization can repeat the full experiment to be able to tune the technology to its needs.

Examples of limited experiments with inspection can be found in [Porter94] and [Wohlin95]. Examples of experiments can be found in [Basili94c] and [NASA94]. In [NASA94], it is for example reported from a full experiment where a new object-oriented technique together with Ada was used for development in parallel with the development of the same product using standard techniques and FORTRAN.

### 2.1.3 Production project/Case study

A case study is normally a study conducted in parallel with the execution of a project. It should be planned in advance, but we have less control over the execution than in an experiment. We are normally external observers of a “real” software project. Case studies in software engineering are discussed in [Kitchenham95].

The introduction of a new software technology into software production projects can be made in two major different ways.
Pilot project
A pilot project is a project which is conducted within an organization with the objective both to deliver a final product and to evaluate, for example, some specific methods before disseminating them to the whole organization. The latter requires, of course, that the pilot project is a success and that the proposed method is judged as being valuable.

Standard project
The study is conducted on a real project. The project is run as a normal project within the development organization. The primary objective is to deliver the software product. The standard project implies that the new technology has been incorporated in the standard process, and hence is an ordinary part of the software development process.

Finally, when the organization has evidence or confidence based on desktop evaluations and laboratory experiences the new technology, for example a formal inspection technique, can be introduced in a pilot project. This gives a more final confirmation on the characteristics and efficiency of the technology in a project with production constraints, time pressure, etc. Special attention should be given to evaluating how the inspection technique affects the project, and in particular the product quality. Based on the experiences of the pilot project, an eventual standard implementation can be planned.

In [NASA94] and [Tann93] it is reported from different pilot projects. In [NASA94], it is, for example, reported that Independent Verification &Validation (IV&V) techniques have been evaluated in two different pilot projects. These pilot projects did not result in any standard implementation.

An implementation of the inspection technique in a standard project means that the inspection technique has been introduced, as an ordinary part, into the standard process used in the project.

2.2 Summary of the methods

The main characteristics of the different evaluation methods are summarized in Table 1.

<table>
<thead>
<tr>
<th>Type of evaluation</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature Study</td>
<td>No software process is executed.</td>
</tr>
<tr>
<td></td>
<td>Available literature regarding the technology is gone through.</td>
</tr>
<tr>
<td>Basic Impact Analysis</td>
<td>No software process is executed.</td>
</tr>
<tr>
<td></td>
<td>Interview based (with real staff and external experts) - limitations in population and in depth.</td>
</tr>
<tr>
<td>Detailed Impact Analysis</td>
<td>No software process is executed.</td>
</tr>
<tr>
<td></td>
<td>Interview based (with real staff) in depth.</td>
</tr>
<tr>
<td></td>
<td>Models for reliability, productivity etc. are added.</td>
</tr>
</tbody>
</table>
It is quite obvious from Table 1 that technology evaluation is not for free. It does take time and effort to evaluate technology, but in large scale software development organizations where the life time of the software products span 20-30 years, we cannot just change due to trends. Change must be determined based on informed decisions. Technology change is crucial to stay on the competitive edge of software development, and hence it is necessary to invest in evaluations.

2.3 Interpretation of the framework

The different methods of evaluating software technology before introducing them into an organization may be used either in order or a certain evaluation may be skipped due to some reason, for example, experience indicating success with a high probability. It is, however, important to realize that the number of factors increases with the different approaches, some of them positive and other negative. Going from literature studies to standard projects, it is obvious that:

- the cost for performing the evaluation increases,
- the similarity in terms of context to software production increases,
- the confidence in the evaluation increases.

These facts are important to take into consideration when discussing evaluation of new software technologies, and hence process change.

Although, Figure 2 does not indicate iteration, it is important to use the methods for process change evaluation with feedback. The experience gained must be fed back to improve the evaluation method. Assuming, for example, that we start with a basic
impact analysis, and then a limited experiment is conducted prior to changing a certain software process on a standard project in the organization, then it is essential to check the outcome of the different evaluation methods towards each other. Otherwise valuable information of improvement is not made use of.

3.0 Application of the framework

3.1 Introduction

The possible methods for technology evaluation can be used for two main purposes:

- technology change in an organization developing software,
- technology evaluation prior to transferring the technology for broader use.

The former includes introduction of technology, which may be accepted in other applications, marketed by a specific company or transferred from a research environment. This implies that the methods are used by an organization developing software. The latter item means using the framework in a research environment, which could be either a university or a research department within a company.

The software development organization adopting the framework can use it to evaluate, for example, new CASE tools, new techniques and methods, either marketed by other companies or new research results being available. The organization can choose to use all methods in the framework, or to use some of them or in extreme cases to fully deploy a new technique directly. The objective of the methods is to provide guidelines for technology change without being prescriptive. All seven methods in the framework are relevant for an organization developing software.

The research centres can probably not use all seven methods in the framework, although some exceptions exist, for example, the Software Engineering Laboratory [NASA94]. Most research centres can, however, often only use the four first methods in the framework. A desktop evaluation can always be done and most research centres can perform limited experiments, but it is in most cases infeasible to expect universities and research departments to perform software production projects. Therefore, it is important to accept and adopt an approach where the research centre preprocess new findings or proposals by performing limited experiments and that the new research results are thoroughly evaluated by the software development organization prior to adoption of the technique. This is of great importance as the research centres perform their desktop evaluation and limited experiment based on their environment.

The objective must, however, be that the limited experiments give some indication of the usefulness of a particular research result. Most results presented in the software engineering literature can probably be viewed as limited experiments, hence making it extremely difficult to draw any general conclusions about the advantages and disadvantages of a particular software technology. The development of large software systems, which have a long life time in operations, is a complicated and complex business, hence it is not likely that we based on a limited experiment are capable of evaluating all the possible implications when introducing a process change into a development proc-
ess to be used in a large software projects. Thus, limited experiment should be viewed as a means to get indications and to motivate further investigations on a larger scale.

It should also be noted that by applying the proposed methods with feedback, it should be possible to create a set of activities that can be replicated, from literature studies to standard projects. This requires documentation of:

- how the new technology has been applied,
- the characteristics of the environment,
- the results of the different methods, which should include the correspondence between the outcome of the different methods.

Adopting the proposed framework for technology evaluation and applying it should give better control, when introducing new technologies. It is not possible to change the way software is developed, without some indications that the change actually is an improvement.

### 3.2 Using the framework

A scenario for using the framework to investigate and evaluate new technology is summarized in Table 2. The reliability of the information refers, of course, to the reliability of applying the new technology in a standard project.

It must be noted that a suitable first step is always to study the available literature to obtain a baseline concerning the state of the art in the area and also to get some information about best practices. Based on the characteristics of the information obtained from the literature study, and the judgement of the reliability of the result, it is possible to formulate some possible entry criteria into the rest of the framework, see Table 2.

**TABLE 2. Scenario for entry criteria into the framework.**

<table>
<thead>
<tr>
<th>Characteristics of information source</th>
<th>Reliability of information</th>
<th>Type of evaluation proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>New ideas and research results.</td>
<td>Low - ideas with limited spread and use found in journals &amp; at conferences.</td>
<td>Basic Impact Analysis</td>
</tr>
<tr>
<td>Some scattered examples - “success stories”</td>
<td>Low to medium - some reports on the success of introducing these techniques. Results cannot be repeated.</td>
<td>Detailed Impact Analysis</td>
</tr>
<tr>
<td>Consistent data from other organizations/research institutes</td>
<td>Medium - some evidence that the results can be achieved in repeated experiments. Some information on how the experiments were carried out is available. The results are often context independent.</td>
<td>Limited Experiment</td>
</tr>
</tbody>
</table>
An organization can based on business goals or market requirements understand that the quality of their product has to be increased. Based on experiences from previous projects, stored in an experience base, the organization has a clear view and understanding of where in the process the quality problems arise. A number of candidate techniques that may solve their problems have been identified both internally in the cooperation and externally in, for example, the research community via publications at conferences and in journals. The question is of course how well the candidate techniques fulfill the quality goals and how confident we can be that the stated goals can be reached by the proposed technologies.

For technologies where only “success” stories of other organizations or research results exist it is recommended to make a basic impact analysis to evaluate the proposed technology within the organization. When more in depth results are presented, a detailed impact analysis can be performed. The desktop evaluations allow the organization to easily and with a limited cost sort out technologies not appropriate for the organization. The next step to take is to perform some experiments out of the context of the development organization. Some organizations provide this kind of experiments allowing for other to gain from these experiments [NASA94]. The final step is to introduce the technology in the production context, testing whether the selected technology meets the stated hypothesis. This could be done in two steps, pilot projects and finally by introducing the technology into standard projects.

As experience is gained, the organization has to evaluate and examine the appropriateness of the technology in its own organization with respect to their goals, and compare with experience from other technologies. In addition to the discussed framework and its methods in this paper, systematic process improvement requires a set of activities in the range from commitment building, training of staff to methodology development and production of guidelines and handbooks, etc.

<table>
<thead>
<tr>
<th>Characteristics of information source</th>
<th>Reliability of information</th>
<th>Type of evaluation proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data and trends from other organizations/research institutes</td>
<td>Medium to high - evidence for a trend. Repeated experiments carried out. Experiments confirmed by other organizations. The results are often context independent.</td>
<td>Full Experiment</td>
</tr>
<tr>
<td>Experiences from own organization</td>
<td>High - experiments within the same organization, context, projects etc. are known. Results can be repeated.</td>
<td>Pilot Project</td>
</tr>
<tr>
<td>Experiences from similar projects in the same organization and application domain</td>
<td>Very high - technique is used in the same context, by similar projects within the own organization. Hypothesis can be formulated with high probability that it can be fulfilled.</td>
<td>Standard Project</td>
</tr>
</tbody>
</table>
It is by no means easy to evaluate process change proposals. A number of problems has to be considered carefully, when performing empirical studies in software engineering, for example problems related to the validity of the evaluation:

- Reuse of experiences across different organizations
  Principal results from an experiment are more easily reused between organizations than specific figures. Reuse between organizations only becomes feasible if the experiments are documented and reported so that they can be replicated by others, and even so the figures may differ due to factors either out of control or stochastic variations.

- Student vs professional
  The ability to transfer results from an experiment conducted solely by students to industrial use can be questioned, and the result must be interpreted accordingly.

- Limited vs full
  A limited experiment, for example only conducting an inspection out of the development context, can be questioned as it is difficult to judge how it will work in the full context.

- Toy vs realistic
  A realistic software engineering experiment is bound to become large and costly, hence minor studies are often conducted. It is, however, difficult to determine how a small experiment scale up to a realistic environment.

These are challenges in experimental software engineering, not obstacles and problems.

### 4.0 Conclusions

It is obvious that introduction or change of software technologies is difficult and expensive. Software organizations cannot introduce new technologies based on anecdotal evidence of successes. Therefore, a systematic approach to process improvement is needed. This includes methods to evaluate the technology proposal. The evaluation is an integral task when taking a decision whether or not to introduce a particular technology.

In this paper, a number of methods for software technology introduction have been examined. Technology has been used as a collective term for processes, methods, techniques and tools. The proposed methods form a framework which can be used when either evaluating new technologies in the industry or for technology transfer from research centres. The proposed framework is not supposed to be prescriptive. On the contrary, it should provide decision-makers with guidelines concerning possible measures to take when evaluating new technologies.

Based on prior knowledge and experience, the framework can be entered at a suitable level and some methods can be skipped due to confidence in the technology being evaluated. It is, however, important to acknowledge that the methods which are used highly influence the cost and the confidence in the evaluation. These aspects must be taken into account when adopting the proposed framework.
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