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ABSTRACT
Impact analysis, which concerns the analysis of the impact of proposed changes to a system, is an important change management activity that previously has been studied mostly with respect to technical aspects. In this paper, we present results from a study where issues with impact analysis were prioritised with respect to criticality by professional software developers from an organisational perspective and a self-perspective. We visualise the prioritisation in a way that allows us to identify priority classes of issues and to discuss differences between the perspectives. Furthermore, we look at issue characteristics that relate to said differences, and identify a number of improvements that could help mitigate the issues. We conclude that looking at multiple perspectives is rewarding and entails certain benefits when dealing with software process improvement, but also that the prioritisation and visualisation approach seems to be good for optimising software process improvement efforts in general.
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1. INTRODUCTION
Impact analysis plays a crucial role in change management, where it is used to determine the impact of a proposed change to the product. Bohner and Arnold have defined impact analysis to be the activity of identifying the potential consequences of a change or estimating what needs to be modified to accomplish a change [2]. Pfleeger, on the other hand, has more management focus and defines impact analysis to be the evaluation of risks as well as effects on resources, effort and schedule [11]. These definitions go hand-in-hand, and point to the fact that impact analysis is, and needs to be seen as, a holistic activity.

Impact analysis typically contains a subjective element, in that the outcome of the analysis depends much on the performance of the analyst. Tools for supporting impact analysis often make use of traceability information, but, in our experience, it is common that the expertise, knowledge and gut feeling of the analyst control the analysis outcome. This means, however, that the analysis is subject to judgement errors. For example, previously when studying uses and issues of impact analysis, we found that underestimated system impact and overlooked affected parties were some of the top rated issues [6]. Also, Lindvall and Sandahl have reported on a study where professional developers underestimated the impact with a factor of three [10].

Traditionally, the main forum for impact analysis research has been the software maintenance field. However, impact analysis in pre-maintenance development offers additional challenges, such as the possible absence of source code and design models in early development, and requires therefore special attention. Furthermore, there is much focus on technical aspects of impact analysis, for example the creation of algorithms for calculating how changes propagate in a system. Considerably less attention has been devoted to studying organisational aspects of impact analysis, such as its role as a change management activity.

In this paper, we present a comparison of two perspectives with respect to how they affect the prioritisation of issues associated with impact analysis. In the underlying study, we originally looked at how issues as well as uses differed between three organisational levels. We subsequently published the results (see [6]), but did not pursue the fact that the participants of the study were asked to prioritise issues from two different perspectives. Here, we focus on the perspectives and discuss how they can be used to facilitate the selection of issues to deal with in process improvement, as well as on characteristics of issues that contribute to the differences between the perspectives. We also identify a number of improvements to help mitigate the most important issues.
The two perspectives are the organisational perspective and the self-perspective. When prioritising issues, the organisational perspective means to consider what is best for the organisation, while the self-perspective rather has to do with what is best for oneself. Ideally, these perspectives should be similar, but it can be argued that people, due to having personal agendas, may have interests that do not align entirely with those of the organisation.

The remainder of the paper is structured as follows. Section 1.1 details the research context, including research setting and research question. Section 2 presents related work with respect to both software development and prioritisation, while Section 3 describes the methodology used in the study. Results are presented in Section 4 and further analysed and discussed in Section 5. Finally, conclusions are given in Section 6.

1.1 Research Context
The study was conducted at a large Swedish software development company operating on a world market. The company is one of the leaders within its domain, and has several large international customers. The population we want to generalise to is industrial/professional software developers\(^1\) in general rather than just within the company. We believe this to be possible due to the fact that the company deals with large-scale software development and is ISO 9000 certified. It can be assumed that the challenges and characteristics of the development work exist in other companies of the same magnitude as well, and to some extent also in smaller companies.

The research question for this work is: What difference does the perspective make in prioritisation of impact analysis issues?

In the study, the participants prioritised issues according to criticality in two different ways:

- According to a self-perspective, i.e. such that the top-ranked issues were critical for the participants themselves.
- According to an organisational perspective, i.e. such that the top-ranked issues were perceived as critical for the organisation.

In this context, the perspectives can be expected to differ in that the issues critical from the self-perspective should concern the execution of specific tasks or activities, whereas issues critical from the organisational perspective should concern the bird’s-eye view of the development work, including keeping deadlines and delivering the right product. If the perspectives differ, it means that personal priorities are not well aligned with organisational priorities. In an ideal situation, the perspectives should be equal, as that would mean that all personal priorities are in line with what is best for the organisation.

By looking at the perspectives, it is possible to divide the issues into priority classes from a process improvement point of view. Issues that are critical from both perspectives belong to a first-priority class, while issues that are critical from only one perspective belong to a second-priority class. There is also the low-priority class, which contains issues that are not critical from any of the perspectives (or only slightly critical).

2. RELATED WORK
Several researchers report on differences between managers and engineers in the context of software process improvement (SPI), for example concerning views of software quality [5], use of formal routines to transfer knowledge and experience [3] and how they rate factors affecting an SPI goal [8]. Even though both managers and engineers have personal agendas, our experience is that managers often have a more holistic view of the development work than engineers. Due to this, the personal priorities of managers are likely to align well with those of the organisation, whereas the personal priorities of engineers should be narrower. Thus, differences between managers and engineers could be attributed to differences between the organisational alignment of their default perspectives.

The notion of perspectives can be found in other research, for example on perspective-based reading (PBR). PBR is a scenario-based reading technique introduced by Basili et al., with the purpose of maximising the number of errors found when reading a document by reading it from several different perspectives [1]. The idea is that each perspective finds its own unique errors, and that the union of the perspectives provides a good coverage of the document being read. PBR is a good example of how to take advantage of differences between perspectives, although there is research that indicates that the perspectives need not differ with statistical significance [12].

Finkelstein and Sommerville discuss perspective in relation to viewpoints [4]. A viewpoint consists of an agent (i.e., actor) and a perspective. Large-scale software development requires, due to its complexity, multiple viewpoints and thus multiple perspectives. According to Finkelstein and Sommerville, differences in perspectives stem from the agents’ different responsibilities and roles and thus variations in their goals and opinions. Furthermore, it is argued that multiple perspectives need to be integrated if there is a common or shared goal [4]. In SPI, the common goal is to create a successful improvement programme that addresses the organisational’s software processes (see, for example, [15]). This motivates the relevance of looking at multiple perspectives when prioritising impact analysis issues.

Karlsson and Ryan describe a requirements prioritisation approach, in which requirements are prioritised from two different perspectives—a value (customer) perspective and a cost (developer) perspective [7]. Their visualisation of the prioritisations has inspired the visualisation approach used in this paper. A difference between our perspective comparison and their perspective comparison is that in their case there is a preferable situation, i.e. that the value/cost ratio for a requirement should be as high as possible. In our case, there is nothing that says that a high organisational/self

\(^1\) With software developers, we mean everyone involved in the development work, including managers.
ratio is more preferable than a low one.

3. METHOD
In this section, we present the method used in the study. As the focus of this paper is on perspectives when prioritising impact analysis issues, the details concerning organisational levels have been excluded here. See [6] for a description of the method with this aspect included.

3.1 Overview
The study consisted of three main steps: interviews, follow-up prioritisation, and workshop. In the interview step, 18 persons involved in the change management process were asked questions about impact analysis and change management. The roles of the participants ranged from programmers to product managers, but each one had in one way or another a relation to the impact analysis activity, as decision-maker, technical advisor, change request writer, implementer and so on.

The sampling of the participants can be characterised as convenience sampling [13], as no specific systemacy was used in selecting people to interview. Instead, people were selected mainly based on recommendation (and availability), although some were approached at random based on their role. As one of the initial objectives of the study was to look at organisational levels, the sampling of participants were largely controlled by to which extent the levels were thought to be represented.

In the follow-up prioritisation, the participants prioritised issues elicited during the interviews. We anticipated that each participant would only list a few issues, and thus not see the whole picture. This was the reason that the prioritisation was a separate step rather than included in the interviews.

The purpose of the workshop was to let the participants discuss the prioritised issues, and possibly come up with ideas how to mitigate them. Furthermore, as several roles were represented by the participants, the workshop could allow people to gain greater understanding of each other’s views.

The following sections describe the steps of the study in more detail.

3.2 Interview Design
The interview instrument contained seven main topics, of which each was associated with one or more open-ended questions. The questions are shown in Appendix A. For this paper, one of the topics is of primary interest: potential issues. This topic was associated with one question: Which potential issues are associated with performing impact analysis?

Note that we asked about potential issues rather than actual ones. The reason for this was to avoid limiting the generalisability of the results by extracting company-specific issues only. However, we had no means of verifying whether this condition was met or not.

The remaining topics were more qualitative in their nature, and were intended both for providing a context for and for collecting hidden or implicit knowledge about the issues. As discussed earlier, we did not intend for the participants to prioritise during the interviews, since we expected each of them to see only a subset of the possible issues.

In order to ensure the appropriateness and clarity of the questions, the interview instrument was developed in close cooperation with the company where the study was conducted. Furthermore, we performed a pilot interview in order to find inconsistencies and problems with the interview instrument. The pilot interview resulted in only minor changes to the interview instrument, which lead us to include the interview in the study.

The interviews were semi-structured, meaning that it was not necessary to follow the predefined question order strictly, and that the wording of questions was not seen as crucial for the outcome of the interviews [13]. The participants could speak rather freely, but we made sure that all questions were answered in one way or another.

The participants were asked if they would agree to join in a follow-up activity, where they should prioritise the issues elicited during the interviews. This was done in order to prepare the participants and increase their commitment towards the follow-up prioritisation.

A great variety of roles were covered in the interviews, including developer, tester, technical coordinator, manager (functional, product and project) and system architect. It should also be noted that the participants in general had been working at the company for a long time, and were thus familiar with processes and routines.

3.2.1 Results Triangulation and Filtering
In order to obtain an as complete list as possible of issues, we made use of a triangulation scheme, consisting of three information sources: (1) the list generated in the interviews, (2) qualitative information from the interviews, and (3) information from the literature.

By using information from all interview topics, it would be possible to extract both explicit and implicit knowledge about issues. For example, it happened on several occasions that participants mentioned issues while talking about processes and tools. These issues were specifically tagged and in the triangulation step merged with the ones explicitly listed.

By collecting information from the literature, we would be able to add issues of which the participants were not aware.

The filtering part was intended to remove redundancies and inconsistencies in the issue list by merging similar issues together, and by discarding issues that were not directly related to impact analysis.

3.3 Follow-up Prioritisation
In order to obtain information about the relative importance of all issues, a prioritisation step was designed as a follow-up to the interviews. When prioritising, the participants should assign weights to the issues, such that the weights
should sum to 1 000. Thus, each weight could be seen as a
certain percentage of the total criticality of all issues. This
is also known as cumulative voting [9]. Advantages of this
method are that it is easy to learn and use, and that the
resulting weights are on a ratio scale, i.e. it is meaningful to
discuss the weight ratio between two prioritised items.

To facilitate for the participants, an Excel-based prioritisation
tool was created. The tool helped the participants keep track of
the sum of weights, and also gave instant feedback by
presenting the resulting list of prioritised issues after the
prioritisation.

Since we were interested in potential issues only (see Section
3.2), we asked the participants to prioritise without regard to
actual issues. In other words, we wanted to avoid priorities
biased towards issues currently visible in the organisation.

Initially, we decided that the prioritisation of issues should
be done according to criticality from an organisational per-
spective. Put differently, the participants should prioritise
such that the issue with the highest priority would be the
one most critical to the organisation if it existed. However,
we were also interested in knowing if the participants would
prioritise differently from a self-perspective. Thus, the pri-
oritisation was extended to include both perspectives.

To account for the problem that the first prioritisation of
issues could affect the second one (due to maturation prob-
lems), a two-group design was used in this step, such that
half of the participants should prioritise from the organi-
sational perspective first, and the other half from the self-
perspective first.

3.4 Workshop
As mentioned earlier, the workshop was meant to provide a
forum for the participants to discuss the results from the
follow-up prioritisation. A second purpose was to allow the
participants to obtain a better understanding of each other’s
views.

As not all the participants could meet at one single occasion,
two separate workshops were arranged instead of only one.
Still, less than a third of the participants were able to take
part in the workshops. The workshop results were compiled
and sent to all participants afterwards, both to spread the
results to those who did not attend, and to merge the re-
sults from the two separate workshops. Furthermore, the
participants could in this way control that the compiled in-
formation was correct.

4. RESULTS
The interviews resulted in 25 explicitly and implicitly men-
tioned issues after irrelevant issues had been removed, and
similar issues had been merged. We found six issues men-
tioned in the literature, but these were already among the
25. Thus, the resulting list contained 25 issues in total.

All issues can be seen in Table 1, labelled from i1 to i25. Note that the original issues were in Swedish and have been translated into English here. In the translation, we have strived to keep the main point of each issue.

<table>
<thead>
<tr>
<th>id</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>It is hard to get resources for performing impact analysis.</td>
</tr>
<tr>
<td>12</td>
<td>There is not enough time for performing impact analysis.</td>
</tr>
<tr>
<td>13</td>
<td>System impact is underestimated or overlooked.</td>
</tr>
<tr>
<td>14</td>
<td>Change requests are unclear.</td>
</tr>
<tr>
<td>15</td>
<td>Responsibility and product/project balance are difficult to handle for analyses that span several systems.</td>
</tr>
<tr>
<td>16</td>
<td>Analyses are incomplete or delayed.</td>
</tr>
<tr>
<td>17</td>
<td>Analyses require much expertise and experience.</td>
</tr>
<tr>
<td>18</td>
<td>Analyses are too coarse or uncertain.</td>
</tr>
<tr>
<td>19</td>
<td>It is difficult to handle conflicting and synergetic change requests.</td>
</tr>
<tr>
<td>20</td>
<td>Analyses are not prevented from being disregarded.</td>
</tr>
<tr>
<td>21</td>
<td>Existing traceability is manual and cumbersome.</td>
</tr>
<tr>
<td>22</td>
<td>It is difficult to see trends and statistics for collective impact.</td>
</tr>
<tr>
<td>23</td>
<td>Tools for supporting the analysis are missing.</td>
</tr>
<tr>
<td>24</td>
<td>Affected parties are overlooked.</td>
</tr>
<tr>
<td>25</td>
<td>Analyses are performed by the wrong persons.</td>
</tr>
<tr>
<td>26</td>
<td>Change request decisions are based on interest.</td>
</tr>
<tr>
<td>27</td>
<td>Requirements and baseline are missing for early change requests.</td>
</tr>
<tr>
<td>28</td>
<td>Analyses and change implementation evoke stress.</td>
</tr>
<tr>
<td>29</td>
<td>It is not possible to see the outcome of a change request.</td>
</tr>
<tr>
<td>30</td>
<td>It is difficult to see status and updates for a change request.</td>
</tr>
<tr>
<td>31</td>
<td>Different change request have different levels of complexity, and there is no single method for handling all levels.</td>
</tr>
<tr>
<td>32</td>
<td>Cheap, short-term solutions win over good, long-term solutions.</td>
</tr>
<tr>
<td>33</td>
<td>Solutions are specified with too much detail by high-level analysts.</td>
</tr>
<tr>
<td>34</td>
<td>Hardware and protocol dependencies are difficult to handle for late change requests.</td>
</tr>
<tr>
<td>35</td>
<td>Relevant structure and documentation to support the analysis are missing.</td>
</tr>
</tbody>
</table>

Table 1: Issues elicited in the interviews

Although a number of issues were removed from the initial
list as they were not entirely relevant from an impact anal-
ysis perspective, the remaining issues vary in their closeness
to impact analysis. For example, some issues concern change
requests, some concern the actual analysis activity, some
concern process details, and others concern the analysis re-
results. This is of course less than optimal from a prioritisation
point of view. The alternative would however be to divide
the issues into groups and prioritise the groups separately,
which would complicate the prioritisation further.

Figure 1 visualises the prioritisation of issues from the two
different perspectives, with self-perspective on the x axis
and organisational perspective on the y axis. The chart is
divided into four boxes based on the average issue weight
(25 issues with total weight sum 1 000 means an average
weight of 40). Thus, issues in the lower left box are less than average critical from both perspectives, while those
in the upper right box are more than average critical from both perspectives. In the other two boxes, the issues are more than average critical from one perspective, and less than average critical from the other. The dotted line in the figure shows the one-to-one ratio, i.e. where issues are equally critical from both perspectives.

The vast majority of the issues found in this study were considered to be either of low criticality in general, or of high criticality in general. This is visible in Figure 1, where the issues are divided mainly between the lower left box and the upper right box. It can also be seen that the issues of high criticality in general (i.e., those in the upper right box) are spread out, meaning that the prioritisation definitively has been affected by the two perspectives. For example, there are four issues (i1, i3, i4 and i14) with priorities between 80 and 100 from the self-perspective, while their priorities range from 40 to 130 from the organisational perspective.

It is interesting to note that the opposite pattern does not exist—there is no clear group of issues with very high criticality from the organisational perspective and a large variation in criticality from the self-perspective. This can be interpreted in two ways. Either there were no such issues, or the participants were reluctant to assign high criticality to an issue from the organisational perspective when the criticality was not also high from the self-perspective.

Initially, we expected the perspectives to differ quite much for two reasons. First, we believed that the fact that people have personal agendas should result in a prioritisation where a few issues were given high weights from the self-perspective. Second, and related, we argued that certain issues ought to be more germane to the organisational perspective and some to the self-perspective. However, the fact that most issues are in the two boxes that are closest to the one-to-one ratio line in Figure 1, shows that our expectations were not entirely met. A larger difference in perspectives should have resulted in issues occurring also in the boxes where one perspective is dominant with respect to criticality.

5. ANALYSIS AND DISCUSSION
This section contains an analysis and subsequent discussion of the results presented in the previous section. Note that no statistical analysis has been performed on the results—the analysis here is based purely on observation.

Section 5.1 analyses and discusses the issues elicited and prioritised in the study. Section 5.2 focuses on improvements to help mitigate issues, and finally Section 5.3 and Section 5.4 cover outliers and threats to validity, respectively.

5.1 Issues
A goal of process improvement must necessarily be to mitigate as many issues as possible. However, seeing to the cost aspects, it is of course more optimal to focus on issues that are of high criticality. Having said that, it is important to note that mitigating an issue has a positive effect on people experiencing the issue, regardless of the criticality they have assigned to it from either perspective. Differentiating between the perspectives is a way for us to make more informed decisions about which issues to deal with first.

The division of the issue graph in Figure 1 into four boxes allows us to consider four classes of issues. From a process improvement point of view, the issues that occur in the upper right box in the figure are most important to try to mitigate, as doing so could eliminate issues with “dual-perspective” criticality. Thus, they could be seen as first-priority issues. Similarly, the issues in the lower left box could be ignored or postponed, as they have low overall criticality. The expected benefits are limited, and trying to mitigate the issues may not be worth while with respect to cost. Thus, they could be seen as low-priority issues.

The issues in the upper left and lower right boxes are second-priority issues, from a process improvement perspective. As can be seen in Figure 1, there is only one second-priority issue (i16), while one (i4) is on the border between being second-priority and first-priority. We see that i4—change requests are unclear—is even slightly less critical from the organisational perspective than i16—change request decisions are based on interest—while it is the single most critical issue from the self-perspective. The reason for the difference in self-perspective criticality is most likely that i4 is an issue that affects a specific activity, i.e. the analysis of change impact, while i16 is of more general nature. However, i16 ought to be more critical from the organisational perspective, as it is in the best interest of the organisation that change request decisions are guided by architecture and strategies, not interests.

If there are second-priority issues of both kinds, there is the question of whether to deal with the issues critical from the organisational perspective first, or with the ones critical from the self-perspective first. Mitigating the organisational issues is of course in the best interest of the organisation,
while mitigating the self-issues should facilitate the daily work of the individual software developers. As we see it, the selection of issues to try to mitigate should include both criticality and cost. Three aspects of dealing with issues are important:

1. Focus on issues that have high criticality, preferably first-priority ones.
2. Also focus on issues that can be mitigated in inexpensive ways.
3. Finally, consider improvements that affect as many issues as possible (discussed later).

When looking at the first-priority issues, i.e. the ones in the upper right box in Figure 1, it is possible to discern three groups of three issues each:

- Issues i3, i6 and i14 all have an organisational/self ratio above one, i.e. they are more critical from the organisational perspective than from the self-perspective.
- Similarly, issues i2, i4 and i24 have a ratio below one, i.e. they are more critical from the self-perspective.
- Finally, issues i1, i15 and i22 are close to the one-to-one ratio line, meaning that their criticality does not depend on perspective.

The characteristics of the nine first-priority issues can be summarised as follows:

- Issue i1 (hard to get resources for performing impact analysis) affects the time plan of the project and delays the change management process.
- Issue i2 (not enough time for performing impact analysis) is a stress factor and possibly degrades the quality of the analysis.
- Issue i3 (system impact is underestimated or overlooked) will result in later problems when the change is implemented, and may thus delay the project and possibly destabilise the system as all implementation details are not thought through.
- Issue i4 (change requests are unclear) affects, as mentioned above, the activity of analysing impact, since the basis for the analysis has low quality.
- Issue i6 (analyses are incomplete or delayed) has severe impact on the change management process, since decisions may be made on loose terms, which in the end may affect the product negatively.
- Issue i14 (affected parties are overlooked) has organisation-wide impact, as all parties involved in the development work are crucial for the right product to be developed in the right way. Disregarding some parties disturbs the pace and lowers the quality of the development work.
- Issue i15 (analyses are performed by the wrong persons) means that the resulting analyses may be of low quality, which could affect both the end product and generate extra work.
- Issue i22 (cheap, short-term solutions win over good, long-term solutions) means that the changes introduced in the system do not necessarily hold for the future. This may both destabilise the system and generate extra work later on.
- Issue i24 (hardware and protocol dependencies are difficult to handle for late change requests) generates much work as the dependencies need to be dealt with and are typically very problematic in the late phases of a project.

Based on the summary, it is not surprising to see i3, i6 and i14 forming a group with a high organisational/self ratio. These three issues affect process, project and end product aspects, and should therefore be critical from an organisational perspective. Issues i3 and i14 are also seen as critical from the self-perspective, which could be explained by the fact that they will reflect back on the implementation of the change, in that they will require additional individual effort.

Issues i2, i4 and i24, which form the group with a low organisational/self ratio, are all issues that are closely related to the execution of the analysis task. Thus, it is apparent why these were considered to be critical from the self-perspective.

Finally, issues i15 and i22 are related to both the bird’s-eye development aspects and to the execution of the analysis task, whereas issue i1 seems to be mostly a bird’s-eye issue. Thus, i1 ought to have a higher organisational/self ratio than it has. An explanation to why it was seen as equally critical from both perspectives may be that it not only affects time plans, but also the resource planning activity, which means additional effort for those responsible for planning resources.

### 5.2 Improvements

During the workshops, a number of possible improvements to help mitigate the issues at hand were discussed. They are presented here as proposals only, i.e. they have not been evaluated in any way.

Regarding improvements, it is of course desirable to select those that can mitigate as many issues at possible at the same time, for a reasonable cost. As many of the issues are related in one way or another (e.g., i3 and i14 both have to do with missed impact, albeit of different types), improvements are likely to have multi-issue impact. However, a multi-issue improvement may be very expensive, in which case other, possibly narrower, improvements have to be considered instead.

The following list shows the improvements that were identified during the workshops:

**S1** Limit the number of outstanding change requests at any time and use a selection process for taking in change requests.
**S2** Introduce different ways of handling different types of change requests. For example, use different change request “tracks” (e.g., based on change request priority).

**S3** Involve the design organisation more in the requirements specification work to avoid change requests related to requirements problems.

**S4** Plan early for the fact that there will be many change requests in the project.

**S5** Introduce a database for storing old impact analysis results to be used as a knowledge base for future analyses.

**S6** Introduce meetings where different development teams and subprojects discuss joint impact analysis efforts.

**S7** Involve the support organisation more in the impact analysis work to ensure focus on post-delivery aspects.

**S8** Missionise the target architecture more within the project to make sure that everyone knows about it.

**S9** Introduce tool and method support (such as checklists) to help individuals perform better and more robust analyses.

**S10** Act more towards the customer—meet the customer more often to discuss solutions. Listen to several customers instead of only one to avoid solutions that just a few need/want.

**S11** Anchor release intent in the design organisation to make sure that decisions go towards a common goal.

**S12** Do not allow change requests late in the project (close the change control board as early as possible).

Each improvement was associated with one or more issues. Put differently, an improvement package was formed for each issue, and most improvements were shared among several packages. Table 2 shows the mapping between issues and improvements. An x in a cell means that the improvement in the current row should be effective in mitigating the issue in the current column. It should be noted that the mapping of improvements to issues mainly took place during the workshops, although it was reviewed and in some cases completed afterwards.

As pointed out, improvements affecting several issues should be favoured over more localised improvements. It can be seen in Table 2 that improvement S1 affects six of the first-priority issues. All of these except i6 are more critical from a self-perspective than from an organisational perspective (see Figure 1). Furthermore, improvement S8 affects the remaining three first-priority issues, meaning that improvements S1 and S8 together form a good start when conducting process improvement. However, one single improvement is unlikely to completely resolve an issue—it is better to use a combination of multiple improvements.

In addition to the ones presented above, a number of improvements were tailored specifically for the studied company. As these are not generic, they have been left out here.

<table>
<thead>
<tr>
<th></th>
<th>i1</th>
<th>i2</th>
<th>i3</th>
<th>i4</th>
<th>i6</th>
<th>ii4</th>
<th>ii5</th>
<th>ii2</th>
<th>ii4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Mapping of identified improvements to first-priority issues

### 5.3 Treatment of Outliers

A participant who has prioritised completely different than other participants, for example by giving extremely high weights to certain issues, could be seen as an outlier. Outliers disturb statistical measures, such as the mean value, and may have severe impact on statistical tests. However, as we perform no statistical analysis based on the results, little attention has been devoted to outliers. In fact, none of the participants were removed in the presentation and analysis of the data.

Furthermore, we argue that dealing with outliers is of particular importance when the data consists of measurements of performance or effort, in which case outliers could be seen as the result of measurement or sampling problems. In our case, however, each data point is a subjective opinion, meaning that removing outliers would disqualify uncommon opinions.

A way of dealing with outliers resulting from uncommon or extreme opinions is to go back to the source and discuss the reason behind the outlier. This approach has not been pursued in this study.

### 5.4 Threats to Validity

The validity of a study is often divided into four types. Construct validity is concerned with the design of the main study instrument and that it measures what it is intended to measure [13]. A study has internal validity if there is a causal relationship between the treatment and the outcome [13]. External validity is concerned with the generalisability of the results [14]. Finally, conclusion validity has to do with being able to draw correct conclusions about how the treatment has affected the outcome [14].

The small sample size and the fact that we sampled based on convenience are threats to both internal and external validity, as the participants may not have been representative for the population. However, as the participants were selected mainly based on recommendations by several persons, we believe they were good representatives both of their roles and of professional software developers in general.

Furthermore, the fact that we focused on potential issues
rather than actual ones should increase the external validity. Also, the participants covered all issues from the literature, which indicates that their views of impact analysis were not company-specific.

A threat to internal validity is maturation, in our case that the first prioritisation of issues could have affected how the same issues were prioritised a second time (although from a different perspective). We tried to counter this threat by not letting all participants prioritise the perspectives in the same order (see Section 3.3).

Another threat to internal validity is instrumentation, i.e. that the instruments used in the study could have been badly designed. This threat affects conclusion validity as well, and possibly construct validity. We believe the threat is reduced due to the facts that we conducted a pilot interview to test the interview instrument (see Section 3.2), and that the prioritisation tool (see Section 3.3) was designed to alleviate the prioritisation effort of the participants as much as possible.

A threat to construct validity is that the participants may not have had the desired mindset when prioritising issues. As stated in Section 3.3, we asked the participants to prioritise as if the issues currently were not present, but we could not verify if they adhered to our request.

Another threat to construct validity is that the participants may not have been entirely neutral when prioritising from an organisational perspective. It is probably difficult to push the self-perspective aside, so there is a risk that the self-perspective has coloured the organisational perspective in the prioritisations. If this is the case, it is likely that the difference between the perspectives as reported in this paper is in reality larger. A solution for reducing this threat would have been to let some participants prioritise from one perspective only, and the others from the other perspective only. However, we chose not to do this due to the small sample size.

A threat to conclusion validity is that the participants may have been disturbed when doing the prioritisation. As they prioritised individually in their work place, we could not control this threat. We do not believe it to be very significant, though.

6. CONCLUSIONS

In this paper, we have presented results from a study where impact analysis issues were prioritised by professional software developers from two different perspectives. The organisational perspective was used to get an idea of which issues were critical for the organisation, while the self-perspective was used to find issues critical for the software developers themselves.

We have compared the two perspectives, and shown a multi-perspective visualisation of issues that allowed us to discuss three classes of issues: first-priority, second-priority and low-priority. The priority classes serve as a means to optimising a process improvement effort, as focus should be put mainly on the first-priority issues. These are issues that are critical both from an organisational perspective (i.e., with respect to what is best for the organisation) and from a self-perspective (i.e., with respect to what is best for an individual software developer).

Furthermore, visualising issues in a multi-perspective chart (see Figure 1) gives quick feedback on the relative importance of issues, i.e. how the issues relate to each other with respect to criticality.

We have seen that the characteristics of an issue seem to affect how it is prioritised from the two different perspectives—issues that have a holistic impact on the organisation, for example regarding the process or the development of the right product, are typically perceived as critical from the organisational perspective. Conversely, issues that are related to the execution of specific tasks or activities, for example analysis of change impact, are seen as critical from the self-perspective.

A number of possible improvements for mitigating the issues that were seen as first-priority issues in the study have been identified. In an improvement effort, these improvements should be combined, although the cost aspect needs to be taken into consideration, to maximise the outcome with respect to mitigation of existing issues. The issues and improvements presented in this paper are of generic nature, and should apply to other companies than the studied one. Thus, they could be used in future research about impact analysis as a change management activity. We want to stress, however, that the improvements are only proposals at the moment—they have not been evaluated in any way.

In summary, we want to focus on two results:

(1) Studying issues from multiple perspectives is rewarding and entails certain benefits from a process improvement point of view. To answer our research question, it is clear that the perspective does affect the prioritisation of issues with impact analysis, though in our case less than we initially had expected. Furthermore, the spread of issues between the perspectives allows us to get an idea of to what extent people’s personal agendas align with what is best for the organisation.

(2) The division (and associated visualisation) of any items into priority classes, based on their weights in a multi-perspective prioritisation, seems to be a good way of optimising a process improvement effort. The approach enables a certain amount of streamlining, as focus can be put primarily on the items in the high-priority class.
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APPENDIX
A. INTERVIEW QUESTIONS
The list below is a summary of the high-level topics and associated questions that made up the interview instrument. Text within square parentheses is provided for some questions to exemplify their scope/direction.

Note that the questions have been translated from Swedish. We have, however, tried to preserve the main point of the original Swedish phrasing.

It should also be mentioned that, while some questions may seem very generic, they have an implied "at your company" part. For instance, the question about impact analysis accuracy refers to the accuracy of analyses in the company where the interviews were conducted.

- Impact analysis process
  - What do the change request and impact analysis processes look like?
  - When is impact analysis performed; when do change requests appear in the project?
  - What is impact analysis based on? [models, knowledge, traceability etc.]
  - Which are the consequences of improper impact analysis?
  - What is the perspective when doing impact analysis? [short-term/long-term]

- Organisational support
  - Is there a clear process description? [change request process/impact analysis process]
  - How is it decided when an analysis is good enough?
  - Is impact analysis supported by tools or methods?
  - Is impact analysis mainly a project or a product activity?

- Uses
  - Which potential uses does impact analysis have?

- Issues
  - Which potential issues are associated with performing impact analysis?

- Measurement/feedback
  - Is it possible to measure the quality of the impact analysis process?
  - Is it possible to measure the quality of a specific analysis?
  - How accurate do you believe impact analysis generally is?

- Traceability
  - Which artefacts is it necessary to trace between?
  - Which artefacts would it be convenient to trace between?
  - Between which artefacts does the process prescribe traceability?