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Abstract

Selecting sourcing options for software assets and components is an important process that helps companies to gain and keep their competitive advantage. The sourcing options include: in-house, COTS, open source and outsourcing. The objective of this paper is to further refine, extend and validate a solution presented in our previous work. The refinement includes a set of decision-making activities, which are described in the form of a process-line that can be used by decision-makers to build their specific decision-making process. We conducted five case studies in three companies to validate the coverage of the set of decision-making activities. The solution in our previous work was validated in two cases in the first two companies. In the validation, it was observed that no activity in the proposed set was perceived to be missing, although not all activities were conducted and the activities that were conducted were not executed in a specific order. Therefore, the refinement of the solution into a process-line approach increases the flexibility and hence it is better in capturing the differences in the decision-making processes observed in the case studies. The applicability of the process-line was then validated in three case studies in a third company.
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1 Introduction

In the early days of software development, it was not uncommon to internally develop software product features, operating system or even programming languages and compilers (e.g. AXE10 developed by Ericsson used an operating system and programming language developed in-house). As the software business matured, two significant trends emerged: specialization and commoditization [12]. Specialization may be viewed as a result of commoditization, as many companies embraced specialization as a means to stay competitive. The commodity parts of their products were most often taken off the shelf. The increasing popularity of Open Source Software (OSS) helps accelerating the commoditization process and encouraged many software companies to look for alternative or multiple revenue streams and new sources of novelty and value. As a result, the primary focus is now on developing software that provides a competitive advantage, e.g. killer apps.

Nowadays, companies need to decide what to develop themselves and what to get from elsewhere. On the strategic (executive) level, the strategy of mergers and acquisitions is a relevant option for obtaining software and the organizations that develop it [38]. However, acquisitions may not always be feasible or possible, including for example OSS assets. Decision-making efficiency in relation to software assets becomes important as they can be realized using internal development resources (in-house), buying Components off-the-shelf (COTS), subcontracting (outsourcing) or utilizing OSS software. The four asset sourcing alternatives provide different benefits and consequences (e.g. competitiveness), and hence affects or shapes the business models. For example, using OSS software is in many cases related to joining and participating in a software ecosystem [21]. Furthermore, the selection of one of the four alternatives directs the company towards one of the four business model archetypes: creator, distributor, lessor and broker [32]. However, for many software companies, the time for being only creators and solving technical challenges is history.

We use the term “software asset” to denote any type of software, including components that can be used for achieving the business objective for a specific system or product being developed. Software assets may be divided into four main types based on the source or origin of the asset (henceforth denoted asset origin): in-house, COTS, OSS and outsourcing. Within each of these asset origins, different assets may fulfill the identified needs, e.g., several different COTS may provide the same functionality to the user. In-house refers to assets developed or reused internally within an organization. Thus, in-house includes software having been developed within the same organization, independent of location (e.g. sites in another country), subsidiaries or organizational structure (e.g. different business area). The other three types of asset origins are external, COTS and OSS components are provided from an external source and outsourcing is here used as a sourcing option outside the organization that needs a software asset [40]. Component-based software engineering has been an important area of research for almost three decades [42] and [43].
The asset sourcing strategy that is the most optimal for an asset is an important decision for companies. Should it be developed in-house or should it be sourced/looked for elsewhere? To date, research has focused on comparing just a few of these asset origins, e.g. in-house versus COTS, and in-house versus outsourcing. To the best of our knowledge, no paper has addressed all four asset origins [3]. To address this gap, we proposed a set of different decision-making activities and packaged them in a decision-making process for selecting software asset origins [45]. Three types of descriptive models: decision model, property model and context model, as well as a knowledge repository were used as inputs for formulating the set of decision-making activities and the process. The input helped in identifying the different activities that support in answering several key questions required to make a decision. To build a decision-making process, the scope of the actual decision needs to be determined, i.e. what to decide. The decision-making process as such illustrates how a decision may be made. Furthermore, who makes the decision is determined by the identification of the stakeholders. The main reasons for the decision, i.e. why a decision is made, are captured through the criteria in the decision model.

The solution presented in our previous work is presented as a process [45]. However, based on the validations conducted in the case studies presented here, we concluded that the concept of a common process might not be the best fit to reality. In addition, our view of the previous solution was closer to a checklist rather than a prescribed process. Therefore, from now on we refer to the previous solution as a checklist, which here more appropriately is described as a process-line, and not a process. The initial goal of the set of activities captured in our previous solution [45] was to support the selection between the four different types of asset origins (in-house, COTS, OSS and outsourcing), although the solution proposed in [45] was expected to be adaptable also to select between different components of the same type of asset origin. Therefore, in this paper the selection between different components of the same type of asset origin is considered as one of the cases for validating the checklist. We do not focus here on mergers or acquisitions as a sourcing strategy for software assets [38]. The evaluation is aimed at validating the coverage of the activities represented by the checklist. We also noticed during the validation that the decision-makers neither executed the decision-making activities orderly nor did they follow the proposed order of execution in our previous work [45].

The main contribution of this paper is to provide a process-line from which decision-makers can include or exclude activities depending on their case. Therefore, the process-line presented in this paper is a set of activities (without any prescribed order) that enables the decision-makers to build a tailored decision-making process to select between the four asset origins and between different components. Note that the goal is to provide a set of decision-making activities and not decision-making criteria for the selection of asset origins and components.

The extension of our previous work [45] is focused on validating the coverage of the activities represented by the checklist, formulating a process-line and validating the applicability of the process-line in supporting the decision-makers to build their
decision-making process, in particular the following additional aspects are covered: 1) an in-depth description of research methodology related to the design of the checklist and the process-line and the execution of the five case studies; 2) description of the case studies that validate the proposed checklist; 3) an extended discussion of the nature of the decision-making process-line; and 4) validating the applicability of the process-line from a coverage point of view and the implications that can be drawn from conducting the industrial case studies.

The remainder of the paper is outlined as follows. Section 2 presents background information from general decision-making theory, and a specific taxonomy intended to help formulating three descriptive models for the decisions discussed in this paper. It also introduces the frame of reference in terms of the three descriptive models and a knowledge repository that were used as an input to identify the set of decision-making activities that form the checklist. The related work on decision-making related to different asset origins and decisions in software business is discussed in Section 3. In Section 4, we present the research methodology utilized to formulate the checklist, the process-line and its validation using five case studies. The process-line is presented in Section 5. Section 6 presents the two case studies where the checklist was validated at two companies and three cases where the process-line was validated. A discussion of implications for research and practice is provided in Section 7. Finally, Section 8 provides a summary and pointers to further work.

2 Background

2.1 Decision-making

Decision theory largely deals with actors making decisions (e.g. bring an umbrella or not) in the face of uncertain events (e.g. rainfall or not), leading to different outcomes (e.g. wet or dry) and pay-offs (e.g. it rained and even though burdened by the umbrella, you are dry). There are many textbook introductions to the subject, e.g. [35], as well as extensive literature reviews on theories of decision-making under risk [41].

In the area of software engineering research, decision theory has been applied to diverse problems such as evaluating software components [26], testing [39], architecture [7] and requirements engineering [19]. Decision theory is also one of the cornerstones in the theory of value-based software engineering [5]. Empirical research includes studies on how people make decisions about service level agreements [18].

The objective here is not to make a theoretical contribution to decision theory in software engineering and software business, but rather to apply it to a particular problem class: how to select an appropriate asset origin for a particular piece of software component or to choose the software component itself. In so doing, we use decision theory terminology and concepts to reason about the problem and present a decision-making process-line that will make it possible to reuse previous experience
and published results alike to make the best possible decision, given the knowledge available.

2.2 GRADE taxonomy

The work presented in this paper is grounded in the GRADE taxonomy [29]. The taxonomy summarizes the relevant concepts and definitions for decision-making for selecting between asset origins. On the highest level, it combines five fundamental concepts of decision-making for software intensive systems: Goals, Roles, Assets, Decision and Environment (GRADE) as illustrated in Figure 1. These five fundamental concepts can be used as building blocks for creating models supporting decision-making.

Figure 1: Mapping of GRADE to concepts in the decision model and the supporting models.

Goals represent the starting point for a decision. They represent the internal business goals and customer goals, and have a broad impact on the entire product or even organization. The goals form an important input to the decision-making.

Roles represent individuals involved in the decision-making. The roles are classified into types, functions, levels and perspectives.

The assets describe the decision assets (often encapsulated in a software component) characterized by: origin, attributes, type, usage and realization options.

The decision contains the decision methods that can be used for estimating outcomes for a specific option among those evaluated in the decision-making process.

The environment describes the environment before the decision was analysed or made. It includes the characteristics of organizations, products, stakeholders, markets and business prior to making a decision.

Our previous work [45] is based on three descriptive models that capture the concepts for decision-making as proposed by the GRADE taxonomy. We present these related concepts in the following section. It should be noted that the descriptive models and the evidence-based knowledge repository described below were used as inputs to formulate the checklist. The checklist provides an overview of the set of activities that could be considered in the decision. The working of each activity is case dependent, for example, the checklist recommends that the decision-makers should consider the selection of the appropriate property model/s as an activity to estimate or evaluate the criteria. However, the selection of the specific property model depends on the specific
decision. A brief description of the descriptive models such as the property model is provided below. The detailed working of the different models is described in [8], [9] and [37], and it is considered out of the scope of this paper as it is only used as an input to identify the set of decision-making activities.

2.3 Descriptive models

Three descriptive models are built from the GRADE taxonomy to ensure that no decision-making aspect is missed. The three descriptive models correspond to the five fundamental concepts in GRADE, as described and mapped in Figure 1. In particular, the five concepts comprise: 1) the three decision model cornerstones: stakeholders (roles), origins (assets) and criteria (goals); and 2) two supporting models – property models (decision) and context models (environment).

In addition to experience of the involved stakeholders, it is beneficial to support the decision-making with related historical evidence and experiences. This can be captured in an evidence-based knowledge repository, which is elaborated in more detail in Section 2.4.

2.3.1 Decision model

The decision model consists of three main cornerstones:

**Stakeholders** – which stakeholders (and hence different perspectives) need to be involved? The stakeholders should be identified from the roles in GRADE that should be involved in the decision-making. The stakeholders involved into the decisions can be categorized into: initiators, influencers/contributors (preparation) and decision-makers [31].

The stakeholders have different perspectives (as described through the Roles concept in GRADE) that should be taken into account in the decision-making process. The perspectives include product requirements aspects that are more short-term (business, functionality and quality aspects) as well as life-cycle aspects that are usually more long-term (architecture, support and maintenance) [46].

**Origins** – which type of asset origins should be considered (in-house, OSS, COTS and/or outsourcing)? In this case, the asset concept in GRADE is defined as potentially coming from four different asset origins. Thus, it is assumed that the main decision to be taken relates to where a software component needed in a product or system is developed, obtained or acquired. The actual choice may be between all relevant asset origins or a subset of the asset origins. This may also mean that the suitability of only one asset origin is evaluated to select between competing alternative assets of the same origin.

**Criteria** – which criteria should be evaluated to ensure an informed decision? The criteria are based on the Goal concept in GRADE. Since the goals may be quite general, some goals may not be relevant for a specific decision. It is important to acknowledge here that criteria can have at least three perspectives: customer perspective, internal-business perspective, and community (or ecosystem) perspective. The goals and criteria should be identified and tagged by the relevant perspective and potential conflicts between perspectives should be identified and
mitigated. The involved stakeholder roles should review the goals, mitigate potential conflicts and translate them into defined decision criteria to be used in the decision-making. Criteria should be more detailed than the goals and need to be measurable, i.e. contain a threshold for a certain property attribute (e.g. 99.99% service availability or gaining 1 000 000 users of a software service within two months after the service component is launched). Thus, criteria should be possible to evaluate, e.g., they could state that a certain property should be above a certain threshold, and each criterion should be evaluated for each viable asset origin. The chosen criteria should be evaluated, where business risk is most likely one of the criteria. Risk is a criterion by itself in relation to a specific asset origin, e.g. the risk of a COTS supplier going bankrupt. However, risk is also related to the uncertainty in specific decisions, their criteria, and the data they are based on, e.g. uncertainty in historical cost or reliability figures.

The stakeholders contribute to the decision model as experts in their own area, e.g., business, architecture or requirements. They are involved in evaluating possible asset origins viable for the specific case and formulating the criteria for the decision based on the goals. Furthermore, the experts provide input to the property models (see Section 2.3.2), they should describe the context of the decision (see Section 2.3.3) and they should help in identifying similar historical evidence and experiences using the evidence-based knowledge repository (see Section 2.4). The latter includes prioritizing among important factors to compare with historical evidence.

2.3.2 Property model

The decision concept in GRADE includes both models to estimate specific properties and methods to, e.g., weigh different criteria. The property models come into play in estimating outcomes of the non-functional criteria [37] for different asset origins, i.e. there is a need to make the estimations with respect to different criteria for the relevant origins. Non-functional properties of the component candidates correspond to all properties beyond functionality and describe “how” a component performs or delivers its functionality. Properties are closely related to quality aspects and external aspects of a component, e.g. number of active users, source code quality or dependability. The origin of the component determines the scope of property attributes and often constrains estimation methods for these properties.

The property model ontology [37] introduces the two main elements of a property model: 1) non-functional properties that have name, data format and documentation and 2) evaluation method(s) that have names, output, unit, applicability, parameters, driver, formula, description and implementation. A valid property model has to include at least one property and at least one evaluation method [37]. Recent research on property model ontology identified the following non-functional properties as

1 Non-functional criteria/properties are sometimes also referred to as extra-functional or quality criteria/properties.
being important in the automotive domain: cost (development effort), performance, configurability (variability), flexibility, maintainability, testability, power consumption, reliability, safety, evolvability and security.

A property model may contain other property models. Examples of properties include coordination costs, IT service costs and maintenance costs for selecting cloud-computing services [27]. The evaluation method may be quite simplistic, e.g., expert opinion or based on a sophisticated formal mathematical decision model [1]. Recent work identified that COCOMO or estimation by analogy or expert estimation are used in the automotive domain for estimating the development effort and worst-case execution time is used to estimate complexity [37]. The decision could either have positive (goals achieved) or negative (goals not achieved) outcome. Documenting the decisions irrespective of the method used to log the success and failure stories is beneficial. This is further discussed in Section 2.4.

Property models can also be more advanced, e.g. for the reliability criterion using software reliability growth models (SRGM) based on historical data from similar situations. Furthermore, some evaluation methods use generic statistical methods such as regression analysis, while others are based on general methods but still are tailored for a specific purpose such as SRGMs. Properties can and should also be estimated for aspects relevant for communities, ecosystems and markets and not only for a company’s internal or a project’s internal aspects. A good example here could be the degree of influence on ecosystem members or the state of a company’s reputation in a given ecosystem [21].

Property models provide estimates of values for the different criteria, and in most cases the property models only handle one or a few properties at the time. Thus, there is a need to decide the priorities of the different criteria and hence the weighing between them, e.g. is cost more or less important than security. The methods for managing the priorities between criteria, or for combining outcomes in different ways are referred to as decision methods. For this purpose, it would be possible to use, e.g., methods such as AHP [36] and HCV [4]. Some initial work on these prioritization and trade-off problems can be found in [17].

As part of the decision-making, it should be decided, e.g., whether the stakeholders should try to take different time perspectives into account “manually” or if the property models should instead be used more than once, e.g., to make estimations both for a short-term and a long-term perspective respectively.

2.3.3 Context model

The context model is a representation of the environment in which the decision is made. There are two main objectives of the context model. First, it helps in identifying relevant criteria, property models and solutions previously used by others. Second, it structures the decision at hand for future use in an evidence-based knowledge repository (see Section 2.4). An example of a context model representation is presented in [30]. It comprises six dimensions of the environment,
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four that capture the organizational characteristics (including practices and tools) and two that are external to the organization (business environment characteristics). The context model also extends the environment concept in GRADE as it helps the decision-maker to understand the context in the future and is integrated with an evidence-based knowledge repository described in Section 2.4.

In [8], the context model is structured into the following five dimensions: 1) organization characteristics including organizational structure (management model, business strategy, maturity, capacity, velocity, etc.), 2) product characteristics and all correct contextual information associated with the product before the decision (maturity, technical debt, complexity, openness, certification, etc.), 3) stakeholder characteristics (level of involvement in the decision, experience, competence etc.), 4) development method and technology (development process and methods, practices, environment and tools used etc.) and 5) market and business (type and structure of the market, market trends, ecosystem effects and agreements etc.). Carlson et al. [8] suggested an open hierarchical model for context representation that can be dynamically adjusted and provide various granularity levels. Moreover, understandability and readability are important quality attributes of the context model. We believe that for a comprehensive context description that includes business characteristics and can be effectively used for guiding business decisions, a possible future area of research is to expand the six dimensions described in [30] to better cover aspects such as the market, ecosystems and also business models.

2.4 Evidence-based knowledge repository

Historical information should be structured so that it is possible to find relevant or similar cases, e.g., similar context, similar prioritized criteria or an interest in the same asset origins. The stored information may facilitate decision-making, and also provide what is generically known as traceability of a decision: what a decision was about, who made the decision, and why the decision was made. This is often referred to as the rationale for a decision. In this respect, any repository should record all relevant aspects of a decision-making scenario. Furthermore, a repository ought to contain other available information such as research articles on the topic, and in particular systematic literature reviews, as well as publicly available data or data shared between trusted partners that can help support different activities of decision-making.

Information from previous decisions can represent an important support in the decision-making process, at least to avoid errors made in the past. However, if the repository was considered as a mere post-decision storage support, it is difficult to justify and motivate the effort of documenting decisions in detail. Furthermore, the repository would miss a lot of its potentials: 1) as mentioned before, recurring decisions might contain important lessons learned; and 2) multiple decisions could entail an agreement about a more general development vision (e.g., different properties derivable from the same goal by different stakeholders), thus requiring consistency. Hence, continuous and reliable data collection, as well as use of the data,
should be performed to unlock the full potential that an evidence-based knowledge repository offers.

In our context, the technical implementation of the knowledge repository is realized by taking into account the following observations. Storing decisions about selecting various software assets revolves around the Decision entity of the GRADE taxonomy [9]. The knowledge repository ontology decomposes the decision into the seven key entities on the first level: Environment, Aspect, Value Perspective, Asset Usage, Role Level, Decision Level, and Method Family. The repository should be able to smoothly manage large amounts of data and should offer meaningful mechanisms to retrieve decisions as filtered by their prominent characteristics (i.e., the cornerstones of the decision model), and pointers to relevant studies on the topic. Compatibility and interoperability are important quality attributes of a good decision knowledge repository and therefore we recommend using open data standards supported by reliable quality management measures, e.g. ISO/IEC 25012 SQuaRE [20], OGD eight principles [28] or Web Information Quality assessment [6].

Concretely, the decision-making activities and the knowledge repository have been embedded in a prototype application2. The application allows to enter (a subset of) the decision items for documenting a certain decision case, and after they are stored in the repository. The repository is realized as a graph database through Neo4J technology3. The choice of graph databases is motivated by their efficiency and scalability for large amounts of data, characterized by flexible structure and arbitrary relationships. Decision items are represented as nodes while relationships are used to trace links between items pertaining to the same decision case. Moreover, the storage and retrieval of information to/from the database is controlled by the application and is completely transparent to the user. In this way, it is possible to keep the required degree of consistency across different decisions and hence to perform queries seeking for similar scenarios.

3 Related work

3.1 Deciding on origin

The research related to selecting between different software asset origins is quite limited. In a recent systematic literature review [3], which is summarized here, no papers addressing all four types of asset origins were identified. However, some papers addressing two or in a few cases three origins were found.

The decision models for in-house vs. COTS are mainly based on optimization models. The optimization models proposed in [10], [11], [22], [23], [33] and [42] help to decide which components should be developed in-house and which should be bought. Cost, delivery time, and reliability are the common objectives and constraints

---

2 https://github.com/orion-research/coach
3 https://neo4j.com
considered in all the proposed optimization models. The optimization models consider single objective or multiple objectives in the decision model.

The objective in the optimization models proposed in [10], [11], [33] and [42] is to minimize cost under reliability and delivery time constraints. The CODER framework proposed in [10] consists of a decision model based on optimization and accepts UML notations as an input. In [39] and [42], the authors propose an architecture optimization approach based on a swarm intelligence algorithm. The CODER framework [10] is extended in [32] and [33], allowing decision-making as early as requirements are available. Similarly, a general non-linear optimization model is proposed in [11] for the same objective and constraints, i.e. minimizing cost under reliability and time constraints.

Multi-objective optimization models have been proposed in [22] and [23]. A decision model for fault-tolerant systems is proposed in [20] and [22] with two objectives – to maximize reliability and minimize cost under a time constraint. In addition, coupling and cohesion have been considered in the decision model proposed in [23]. The objectives in [23] are to maximize intra-modular coupling density and functionality under time, cost and reliability constraints.

Two papers focus on deciding between in-house and outsourcing – [24] and [25] – were identified. The model in [24] provides tool support for requirements clustering to find a cohesive group of requirements using a graph-based model. In [25], Kramer (2011) et al. propose a decision model using decision tables. The input is the knowledge specificity (business, functional and technical), and interdependencies (priority between software components and communication intensity among developers).

### 3.2 Decision-making in software business

Running a software business requires making several decisions on multiple levels [1], ranging from strategic decisions about mergers, acquisition and takeovers [38], via tactical decisions on which ecosystem to join and support [21] to highly technical decisions on how to realize customer requirements in software. An increasing number of software companies are evolving from the pure creator business archetype, that implies code ownership but also development risk, high maintenance cost and full responsibility for delivering the required quality, towards mixed or hybrid business models that imply taking on several business archetype roles [32]. At the same time, small and large companies take on outsourcing initiatives to reduce development costs and obtain valuable knowledge and inspiration. This shifts the centre of gravity towards integration work and coordination of outsourced (often also offshore) sites into software products that deliver the value that customers expect. Finally, joining or creating an ecosystem entails a series of decisions regarding growing a healthy influence or disrupting markets by commoditization of ecosystem software. Each of the mentioned four asset origins thus has different implications both in the short term and in the long term. They come with different costs and prices and can bring
different benefits. Decision-makers responsible for running their software ecosystems [21] and businesses are faced with increased decision complexity and frequency that they need to cope with to succeed with their business endeavours. An example here is decision-making in cloud computing environments for selecting appropriate services from different providers [27].

3.3 Application of process-line in software engineering

Software process-lines has gained more interest recently. However, it has been identified as an immature area and there are few papers reporting the use of process-lines according to a systematic literature review conducted on software process-lines in 2014 [13]. The main use of process-lines is in areas such as software design and architecture with concepts similar to product lines such as variability management [2], product management and project management [14] and [15]. In our study, we use process-lines for the decision-making process, which is a rather new application. Since, process-lines have not been applied in relation to decision-making we do not discuss the above studies in detail.

4 Research methodology

In this section, we discuss the overall research approach used to construct and validate the decision-making checklist and process-line. The relations between the decision-making process-line, checklist and the associated studies are presented in Figure 2.

![Figure 2: An illustration of how the GRADE taxonomy, knowledge repository and descriptive models provided the starting point for the decision-making checklist and process-line.](image-url)
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The decision-making process-line is formulated based on our previous work [45], which was built upon the GRADE taxonomy [29] and the descriptive models (context model discussed in [8] and property model discussed in [37]) as illustrated in Figure 2. A knowledge repository [9] then also supports the checklist. These studies and a recent literature review [3] on software asset origin selection have influenced and inspired the construction of the checklist. The research team (authors of this paper) reviewed findings from the checklist validated by the industrial experts and external researchers and prioritized goals and challenges to create the focus for the decision-making process-line.

The overall research approach followed in this study is a combination of design science [44] and case study [16]. The tasks in the design science approach and case study are presented in Figure 3 and elaborated in Sections 4.1, 4.2 and 4.3. The design science approach consists of three iterations, which begin with problem investigation, followed by design and finally validation. In addition, case studies in Companies A, B and C were conducted. Note that the checklist and the process-line were not implemented in a real context. In design science, the solution needs to be validated before it is implemented in a real context. Therefore, in this study we validate the process-line, which is an important step before implementing and evaluating the process-line in use. The limitation of the process-line evaluation is discussed in Section 4.4. The details of each of the iterations and tasks followed in each iteration are described in the following subsections.

![Figure 3: Tasks carried out in the design cycle and case study.](image-url)
4.1 Iteration 1

Problem investigation: In this step, we identified and formulated the design problem. Based on the template designed by Wieringa [44], we formulate our design problem for iteration 1 as follows: Identify different decision-making activities to be considered, and hence to support decision-makers in selecting suitable software asset origins and components.

Checklist v1.0 design – identification of the decision-making activities: The researchers involved in this study selected the relevant objectives from the associated studies. This helped in identifying the first set of the decision-making activities. The decision-making activities were iteratively discussed via several brainstorming sessions where the researchers discussed opinions, compared possible solutions and scrutinized them. This version of the checklist (v1.0) was published in [45].

Explorative case studies at Companies A and B: We conducted two exploratory case studies in Companies A and B to explore the decision-making process followed in the companies. The case studies were based on semi-structured interviews with stakeholders involved in two decisions about two software components, one decision for each company. The interview questions were rather broad and did not impose any particular decision-making process.

The questionnaire consisted of three parts: introductory, decision-making process details and concluding remarks. The introduction consisted of questions related to general questions about the interviewee, organization, project and product. In the next part, the interviewees were asked to describe their decision-process for each case. If the interviewees did not mention any particular activity in Checklist 1.0, they were specifically asked about it. In order to not influence the research outcome, such responses were differentiated as activities followed but not explicitly mentioned (See Section 6.3 and Figure 6). In the last part, questions related to outcome (positive or negative) of the decision were asked. Three interviews in Company A and four interviews in Company B were conducted. Two researchers were involved in conducting the interviews that were recorded and transcribed. No information of the checklist was discussed in the interview nor any specific questions regarding the checklist activities were asked. Coding rules were established so that the coding was done consistently, the text related to the decision-making activities in [45] should be highlighted and tagged in the transcript with the corresponding activity name. The details of the exploratory case studies in Company A and B are provided in Section 6.

Checklist v1.0 validation: As the solution is not prescriptive, the validation here is not in terms of “effectiveness” but to validate the Checklist v1.0 coverage. The coverage is validated by ensuring that none of the decision-making activities followed by Companies A and B are missing in the checklist. The decision-making processes followed by the companies were mapped to Checklist v1.0 and were sent to the industrial experts, i.e. to the interviewees in Companies A and B after the interview for validation. It is to be noted that the researchers did not intervene and the validation was done independently by the practitioners. The outcome of the validation indicated that the industrial experts perceived that none of the activities
they performed were missing from Checklist v1.0 however, the authors of this study identified the need to refine the Checklist v1.0 activity descriptions so that they are aligned with the activities carried out in Companies A and B. The refinement was carried out in iteration 2.

4.2 Iteration 2

Problem investigation: The validation conducted in the previous iteration indicated a need to add details to the activity descriptions based on the execution of the decision-making activities by Companies A and B. Particularly, the activities needed to be adapted to the process of replacing the component in use and selecting between different components within the same asset origin, which were the two cases in Companies A and B.

Checklist v2.0 design – reformulating Checklist v1.0 into Checklist v2.0: The refinement was done by adding descriptions to include details on how the decision-making activities could be executed. In order to refine the Checklist v1.0, the decision-making processes followed by Companies A and B were considered as an input. The refinement outcome is discussed in Section 7.1.

Checklist v2.0 validation: Checklist v2.0 and the descriptions of the decision-making process followed in the companies were validated by external researchers. The validation was done to ensure that the Checklist v2.0 is capturing the decision-making processes followed in the companies. The aim of the validation was to correct any potential inconsistencies. The validation pointed out some inconsistencies in the representation of the Checklist v2.0 in particular, regarding the order of execution of the activities. Therefore, indicating that the representation of the solution needs to be refined. The refinement of Checklist v2.0 is carried out in iteration 3.

4.3 Iteration 3

Problem investigation: The validation conducted in the previous iteration indicated that the representation of the Checklist v2.0 suggests a prescriptive order of execution, which is misleading, as the goal of this study is not to propose a prescriptive solution. Therefore, the Checklist v2.0 needs to be packaged differently than into a process. The proposal is to formulate the Checklist v2.0 as a process-line which serves as a checklist that supports the decision-makers in building their own decision-making process without any prescribed order of execution.

Process-line design – reformulating Checklist v2.0 into a process-line: The refinement was done to change the sequential representation of the Checklist v2.0 to a process-line which acts as a checklist consisting of a list of possible activities divided into preparation, investigation and decision-making phases. The descriptions of the decision-making activities followed by Companies A and B and the outcomes of the
validation done by external researchers were considered in the formulation of the process-line. The details of the process-line are described in Section 5.

**Case studies at Company C:** We conducted three exploratory case studies at Company C to explore the decision-making process followed in three different decisions for different products. Semi-structured interviews were used to explore the decision-making processes followed by Company C. Three interviews were conducted, two researchers were involved in conducting the interviews that were recorded and transcribed. No information of the process-line was discussed in the interview nor any specific questions regarding the process-line activities were asked. The same coding rules as mentioned in iteration 1 were followed. The details are provided in Section 6.

**Process-line validation:** After the interview, the process-line designed in iteration 3 was presented to the industrial experts in Company C for validation. The objective was to validate the applicability of the process-line in building the decision-making process as perceived by the industrial experts.

4.4 Validity discussion

**Researcher bias:** There is a threat of introducing researcher bias in the design, and validation tasks of the design cycle and in the exploratory case studies.

- **Decision-making process-line and checklist design:** Data triangulation helped to minimize the researcher bias in the design phase. The checklist was constructed by considering inputs from various associated studies [3], [8], [9], [29] and [37]. In addition, the inputs from the decision-making activities followed in the industrial context and external researchers were considered in the formulation of the process-line. The validation using expert opinions of external researchers was done to ensure that all aspects of the associated studies and the facts from the interviews were considered in the process-line. Thereby, individual researcher bias was minimized during the design process.

- **Validation:** The validations were conducted without any intervention, i.e. Checklists v1.0 and v2.0 as well as the process-line were not discussed in the interviews. We believe that this approach minimizes the risk that our interviewees consider some decision-making activities as performed because they are confronted with the checklists and process-line. Since the aim of the process-line is not to suggest one way of making decisions the limitation of not evaluating the effectiveness is not applicable in our study.

- **Exploratory case studies:** The open-ended interview questions minimized the research bias in the data collection. The interviews were recorded, transcribed and coded to capture all the information. Coding rules were established and the coding process was reviewed to avoid inconsistencies and avoid misinterpretation in the coding process. The most relevant stakeholders responsible for the decision in Companies A, B and C were interviewed. Therefore, the threat of not identifying all activities followed in the decision-making process by Companies A, B and C is minimized.
Generalizability: The inability to generalize from the five cases can be perceived as a threat. Flyvberg [16] addresses five case study misunderstandings, one of which is generalizability. He suggests that if knowledge cannot be formally generalized, it does not mean that it cannot be used to accumulate knowledge in a given field or in a society. This indicates that the knowledge can be used to contribute towards generalizing the findings. To contribute towards generalizability, the cases have been described in as much detail as possible without compromising the confidentiality. In addition, the selection of case studies also provides support towards generalizability [16]. The selected cases are diversified in terms of the size of the company, decision goals and the decisions. This is further elaborated in Sections 6.1 and 6.2. We selected decisions (cases) after recommendations from the practitioners to ensure their relevance and representativeness for the study.

5 Process-line for decision-making using a checklist

The main objective of the checklist designed in iterations 1 and 2 as discussed in Sections 4.1 and 4.2 was to provide a set of decision-making activities to select between different software asset origins and components.

The solution proposed in our previous work consists of a set of decision-making activities that are not prescriptive and should be regarded as a checklist rather than a process. This may be captured in a process-line which serves as a checklist, i.e. activities that may be selected (or not) to create different decision-making processes. Process-line has been defined as “a set of software processes with a managed set of characteristics that satisfy the specific needs of a particular organization and that are developed from a common set of core processes (referred as activities in this study) in a prescribed way” [2]. Note that the set of core processes/activities are not prescriptive rather, the development of the process from a common set of core processes is prescriptive.

Each user of the process-line may decide to include or exclude specific activities and hence make informed decisions of which activities to include and exclude. The process-line was designed in iteration 3 as discussed in Section 4.3. Figure 4 depicts the process-line consisting of three phases (preparation, investigation and decision-making) and a repository. Note that the activity numbers mentioned in Figure 4 are identifiers and do not represent the order of execution. The arrows between the three phases represent the dependencies between the phases, and the arrows between the phases and the repository represent the information flow (one- or two-way communication). The input to the repository from the preparation phase is the context information for the specific decision. Based on the context information, similar cases from the repository are retrieved that could be used to execute the other activities in the preparation phase (elaborated further in Section 5.1) as well as in the investigation phase. In the decision-making phase, similar cases and decisions could be retrieved from the repository and after the decision is made, the final decision could be
documented in the repository. The activities within each block are selective activities that could be used. The description of each activity is provided in Section 5.1.

Figure 4: A process-line for decision-making supported by a knowledge repository.

Using the process-line, decision-makers can build their own decision-making process. One possible decision-making process with one possible order, including all activities, is depicted in Figure 5 using the numbering of the recommended activities below. The arrows between the activities indicate the information flow (input and output). However, it should be stressed that the activities do not necessarily have to be followed in the order depicted in Figure 5. Some activities may be perceived as more important than others. However, it has been chosen to present all activities as recommended activities, since the actual usefulness and effectiveness of the different activities and preferred order of the activities may vary from case to case. Thus, the order of the activities should be seen as one possible suitable order. Furthermore, not all activities may be perceived as needed for all decisions. However, it is better to make conscious decisions to not conduct all activities. Thus, the process-line should not be seen as prescriptive; it is intended to make decisions more transparent and to provide support to decision-makers so that important aspects are not overlooked. Furthermore, an evidence-based knowledge repository may not be available in all cases, and hence those activities may not be applicable in all cases. It should also be noted that iterations are expected. They may appear between any activities depending on the specific decision, or the specific circumstances in relation to a decision.
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5.1 The recommended activities in the decision-making process-line are as follows:

Activity 1: Identify stakeholders to be involved in the decision – It is important to ensure coverage of roles and persons to make sure that the decision made is possible to implement efficiently. Each stakeholder that is relevant for the decision and its consequences for the business should be identified here.

Activity 2: Screen and evaluate the suitability of the asset origins – The possible origins for a software asset should be identified. The selection of an asset origin could be for a new component or to replace a component in use with another component by considering two or more asset origins or even from the same origin. For example, there might be a need to replace a component in use developed in-house with an OSS or COTS component. This includes investigating the technical and business compatibilities and the short- and long-term costs of selecting each asset option. In certain cases, not all asset origins are allowed or suitable. In some cases, the main decision is whether to do development in-house or going externally. Sometimes, OSS solutions are not an option. Thus, the possible asset origins need to be identified carefully.

Activity 3: Decide criteria from goals – Both business and technical criteria are decided based on the goals and targets. The targets should be set so that different asset origins can be evaluated and compared with each other. The goal could be either to choose an asset origin to replace a component in use or choose an asset origin for a new component. In case of replacing a component, the process most likely begins with generic criteria to overcome the existing challenges or shortcomings. For example, a company might want to reduce the time for correcting defects of a component in use, then “reduced time for correcting defects” becomes the generic criterion. Apart from generic criteria there might be additional specific criteria such as “better performance” based on which the selection of an alternative asset origin is made. In most cases, risk needs to be considered as one criterion, since it may differ substantially for different asset origins (in-house, COTS, OSS and outsourcing).

Activity 4: Decide on priorities of criteria – It is also important to decide how the criteria should be prioritized, e.g. using AHP [36] or HCV [4]. It may also be
the case that certain stakeholders have more power in a decision, i.e. different stakeholder roles may need to be weighed differently in the prioritization process.

**Activity 5:** **Decide on how to handle the time aspect** – Certain solutions may be perceived better or worse in the short-term and long-term respectively. For example, a certain solution may be very good to get a product on the market, but not very good for the long-term architecture of the product. The time aspect is highly relevant when long term maintenance cost is substantial (e.g. when developing in-house) or can be minimized (e.g. by adapting OSS). Decision-makers either have to take time aspects into account when prioritizing between different asset origins or evaluations have to be done separately for different time aspects, e.g. short- and long-term, and the trade-off between them has to be agreed upon.

**Activity 6:** **Identify and describe the context** – Context information such as product context, organizational context and product context may have an impact of the decision-making process. For example, organizational context such as governance structure of the organization might indicate the types of stakeholders that should be considered in the decision (Activity 1). In addition, depending on the regulations/policies some asset origins might not be possible to use. For example, the organizational policy might not allow any code to be open. Thus, OSS might not be a suitable asset origin (Activity 2). The selection criteria and priorities (Activities 3 and 4) depend on the context of the product. For example, if the product has many users, then one of the criteria would be to choose a component that support many users. Therefore, identifying the context is important in a decision-making process. The context description is important to enable comparison with previous cases internally and externally as well as with the research literature, for this purpose the case has to be described. This should be done using the context model, where salient aspects have to be captured. This may include business model(s) used, application domain, system size and development method as well as a range of other aspects [30]. Independently, it is crucial to capture these aspects to enable identification of similar cases and hence relevant evidence and experiences.

**Activity 7:** **Look for similar cases in a knowledge repository** – The identification of similar cases is done using the context information as well as the asset origins considered as suitable and the criteria. Thus, a similar case is defined as having some key aspects of the context in common (from Activity 6) as well as a focus on similar criteria (from Activities 3 and 4) and similar suitable asset origins (Activity 2). Similar cases are identified and studied to identify relevant evidence and experience and to uncover potential alternative decision scenarios [8]. The knowledge repository could be solely based on internal cases or a more elaborate database containing both internal and external cases. The information in the knowledge repository may indicate that, other asset origins, criteria, property models or decisions have been considered in other similar cases. Thus, it is important to be able to challenge the choices made in the other activities as illustrated in Figure 4 and Figure 5.
Activity 8: Decide on property models to use – Once the criteria are decided, there is a need to decide how the criteria should be evaluated. If using a knowledge repository, this can be done by retrieving valuable information in terms of what others have used in similar cases (Activity 7). If there is no knowledge repository, the property models for each criterion have to be decided without additional support, whether they are expert opinions or more advanced estimation models.

Activity 9: Evaluate the criteria, make estimations using the property models (including expert judgment) and evaluate the impact of the decision – The criteria can be either measured or estimated. For example, it is possible to measure the performance of an existing COTS or OSS component. However, the cost to develop a new component can only be estimated. Given the chosen property models, estimations need to be done for each criterion for the asset origins under consideration and potentially for different time aspects based on the approach decided in Activity 5. The impact of the decision and the changes that the new decision will bring must also be evaluated. Such evaluations provide better insight into the decision and to perform cost-benefit analysis. The benefits of the decision should outweigh the costs introduced due to the changes needed to implement the decision. Such evaluations are particularly important when an component in use is replaced with a new component from another source (asset origin). The benefits should not only outweigh the costs but also should be better than the component in use. Trade-offs should also be considered. For example, reducing license cost might require additional effort.

Activity 10: Weigh the estimation results of the selected properties based on the priorities of criteria – The estimation results from the different property models should be weighed together. This is non-trivial given that the values as such cannot be combined easily in many cases. It is rather the estimation of each criterion and its distance from the targets that need to be weighed together.

Activity 11: Make a tentative decision – Once the outcomes from the property models have been weighed together, it should be possible for the decision-makers to make a tentative decision. If a knowledge repository is available, it is recommended to browse previous decisions and review relevant tentative scenarios and compare the tentative decision with decisions from similar cases as described in Activity 7. Relevant business context factors should be evaluated here based on similar cases. This should be done to make a final evaluation of the decision, and ensure that the reasoning done is as correct as possible and that no relevant available information is ignored. The tentative decision may be implemented in the form of prototypes.

Activity 12: Make a final decision – This has been the objective of the decision-making process and hence it is a very important activity for the development. It is important that the stakeholders are able to communicate both the actual decision and the rationale for the decision.

Activity 13: Store the case in the decision knowledge repository – The case information, including the context information, the criteria used, the stakeholders
involved and the asset origins considered should be carefully documented. This activity is important as it allows for transparency if the case is properly documented (including the decision rationale) and helps to organically grow the evidence-base knowledge repository. It is important to add new cases given the speed of change and hence ensure that recent cases are available for decisions to come.

The decision-makers can build their own decision-making processes by including or excluding the set of activities. At the end of the decision-making process, the objective is that the stakeholders should have come to either a consensus or at least that the involved stakeholders know why the decision was made, and are able to communicate it in the organization.

6 Validation and Case studies

6.1 Overview of the companies

The validation was done in two phases, first the coverage of the checklist designed in iteration 1 (Section 4.1) was validated in Companies A and B. The validation outcome indicated that the checklist was not missing any decision-making activities however, some reformulation of the activities was needed. The reformulated checklist was then reviewed by external researchers based on which the representation of the checklist was reformulated into a process-line. The coverage of the process-line was validated in Company C. The case studies were conducted at three companies. Due to the strategic nature of this type of decision, the names of the companies are confidential. However, it does not affect the outcomes from the case studies, since the sole purpose is to validate the coverage of the checklist and process-line and not in detail report data from the company. The case studies were designed as described in Section 4. The overview of the companies including the size of the company in terms of number of employees, profile and customer category is presented in Table 1.

<table>
<thead>
<tr>
<th>Company</th>
<th>Size</th>
<th>Profile</th>
<th>Customer Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company A</td>
<td>~100000</td>
<td>Global networking and telecommunications equipment and services</td>
<td>B2B and B2C</td>
</tr>
<tr>
<td>Company B</td>
<td>~5000</td>
<td>Global telecommunications</td>
<td>B2B and B2C</td>
</tr>
<tr>
<td>Company C</td>
<td>~600</td>
<td>Global provider of cloud-based Business Support Solutions (BSS)</td>
<td>B2B</td>
</tr>
</tbody>
</table>

From Table 1 we can see that the companies are diversified in terms of the size of the companies. The size of the company might affect the decision-making process adopted by the companies. Therefore, identifying the decision-making activities
followed by diversified companies will help in validating the coverage of the process-line. In addition, the companies have diversified customer category therefore, the process-line can be validated in different contexts.

6.2 Overview of the cases

Case 1 description at Company A – In this case the company wanted to replace a component already in use. Due to the existing problems such as lack of timely support from suppliers and substantial license costs, a need to replace the component was identified. In-house and outsourcing were not suitable options due to the immense development effort required. Based on the positive result of a proof-of-concept, and success stories of using the same OSS component by other companies, the decision to use the OSS component was made. The stakeholders involved in the decision, i.e. the architect, line manager and system manager were interviewed. The architect was the decision initiator, contributor and was also involved in the final decision along with the line manager and system manager.

Case 2 description at Company B – The hardware for the products is partly internally developed and partly purchased from suppliers. The software that runs on this hardware is based on an OSS platform with extensive adaptations and unique functionality developed in-house. The stakeholders involved in the decision were interviewed, i.e. the product experience planner who was the decider, project scope manager who contributed in the decision with the required information and knowledge and personnel from the legal and sourcing department who was the influencer in the decision. The case at Company B was a decision between two COTS suppliers. The decision-makers had already selected COTS as the asset origin. However, other options were considered, but they were ruled out very early in the process, and hence the actual decision-making became a decision between two different COTS components. Considering OSS components, it became apparent that OSS could not provide the necessary functionality and support. The in-house and outsourcing options were the least favourable already from the beginning due to the immense effort required to provide the solution comparable with the currently available COTS components. Thus, the focus was set on deciding between two COTS components. The decision process took several months and was heavily influenced by technical investigations led by so-called product experience planners. Top management used their technical recommendations when making the decision. The sourcing department at the company negotiated the contract details with the selected COTS supplier. Legal aspects (have control over the patent portfolio and enough resources to fight in the court if some other company initiates or pursues legal procedures) were significant in this case and considered next to technical functionality and quality aspects. Finally, the interaction process between the suppliers and Company B, as well as how they supported the components took a substantial role in the decision.

Case 3, 4 and 5 descriptions at Company C – The architects were mainly involved in the decision. The strategic decision as a company was to use as much OSS as
possible. Therefore, there was no approval needed for using an OSS component. The
decision was mainly focused on fit to functionality criterion and the chief technical
to officer agreed to decisions proposed by the architects. Hence, we interviewed only the
architects for exploring the cases in Company C. In all three cases, OSS was the
preferred choice of asset origin. In Case 3, a decision to use a new OSS plugin was
made to improve the functionality of an OSS component already in use. In Case 4, the
decision was to replace the COTS deployment framework in use with an OSS
deployment framework. In Case 5, the decision was between changing to a new OSS
component, or continue to use the current OSS component. Therefore, all three cases
were distinct since, Case 3 was a new decision, Case 4 was to change from one asset
origin to another, and Case 5 was a decision between two components from the same
asset origin. The overview of the cases in terms of the goals, final decision and
outcome is presented in Table 2.

Table 2: Overview of the cases with respect to the goal of the decision, the
final decision made and the decision outcome

<table>
<thead>
<tr>
<th>Company</th>
<th>Case</th>
<th>Goal</th>
<th>Final decision</th>
<th>Decision outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company A</td>
<td>Case 1</td>
<td>Replace component in use</td>
<td>COTS→OSS</td>
<td>Positive</td>
</tr>
<tr>
<td>Company B</td>
<td>Case 2</td>
<td>Choose a COTS vendor for building a new component</td>
<td>COTS vendor chosen</td>
<td>Positive</td>
</tr>
<tr>
<td>Company C</td>
<td>Case 3</td>
<td>Add new functionality for a component in use</td>
<td>OSS component chosen</td>
<td>Not positive</td>
</tr>
<tr>
<td>Case 4</td>
<td>Change the deployment framework component</td>
<td>COTS→OSS</td>
<td>Positive</td>
<td></td>
</tr>
<tr>
<td>Case 5</td>
<td>Replace component in use</td>
<td>No replacement</td>
<td>Positive</td>
<td></td>
</tr>
</tbody>
</table>

The goal of three decisions (Cases 1, 4 and 5 in Table 2) were to replace the current
COTS component with a new OSS component. In Case 1, the decision was to switch
to the new component however, in Case 5 after the investigation the decision was to
continue using the component in use. In Case 5, the component in use was perceived
to be a sub-optimal solution in terms of functionality fitness. Therefore, the goal was
to replace the component in use with a component having better functionality. However, the team was not familiar with the new component and it required
additional training or hiring trained personnel. The additional cost and time to train or
hire new personnel prevented the decision-makers to switch to the new component. In
retrospect, the decision-makers perceived the decision to be positive as switching to
the new component would increase the cost (increased head count/training) and
delivery time. Therefore, maintaining the cost and timeliness received more
importance than functionality fitness (this is further elaborated in Section 6.5-Activity
4). In conclusion, it was considered better to keep the component although it was not
the original goal. It was perceived as positive to have done the evaluation, although it
did not result in any change. In Case 4, the decision was to change the COTS
framework in use to a new OSS framework.
In Case 2, the goal was to choose a new COTS component. Even though the other asset origins were usually considered in the decision-making process by Company B. For this component, the other asset origins did not have any suitable solution. Therefore, the decision was mainly to choose a COTS vendor.

6.3 Overview of the decision-making process followed by the companies

The activities followed or not followed in the companies are illustrated in Figure 6 and elaborated in Sections 6.4 and 6.5. In addition, we depict how the activities were mentioned (explicitly or not) in the interviews. The total number of activities followed by the companies is indicated on the x axis and the frequency of the activities followed in the cases is indicated on the y axis. The circle symbol ◆ in Figure 6 represents the coverage of the activities followed by the companies. The circle with diamond inside ◆ indicates that the activities did not come up in the interviews when asked about the decision-making process. However, when asked about the specific activities they mentioned that they followed the activities. The diamond symbol ◆ indicates that the activities were followed however, either partially or not for its intended purpose.

Figure 6 represents the coverage of the activities followed by the companies using the process-line (and not checklist), as the process-line is the final solution of our study. The cross on the dotted arrow lines indicates that there was no information flow between the phases and the repository. The number of activities followed by the cases is similar. However, Case 3 followed the least number of activities and it was also the decision that was perceived to be negative as shown in Table 2. Activity 5: Timeframe that was not followed was perceived to be an important activity that resulted in having a negative outcome.

Seven activities of the process-line were followed in all five decisions as shown in Figure 6. The activities related to the repository (i.e. 7: Similar cases and 13: Document case) were the least followed activities. In addition, the documentation was done however, not for reusing in future decisions. Success stories from similar cases were considered in the decisions however, the success stories were based on the decision-makers’ knowledge and were not retrieved from a repository as they were not documented.

In the preparation phase, 4: Criteria prioritization and 5: Timeframe activities were not followed in all the cases. Since criteria are not always prioritized, 10: Weighing activity is also not followed in all the cases. Tentative decisions were made in the three out of four cases where the decision was made to take an action.

Overall, the practitioners did not perceive any decision-making activities to be missing in the process-line. The details of how the activities are followed by the companies are discussed in Sections 6.4 and 6.5.
6.4 Detailed description of the decision-making activities followed in all the cases

Activities 1, 2, 3, 6, 8, 9 and 12 were followed in all the cases. The descriptions on how these activities were followed is provided below.

Activity 1: Identify stakeholders to be involved in the decision -

Table 3 provides the stakeholders involved in the decision committee and their roles for each case. In most cases the architects played an important role in the decisions. Except for Case 2, the architects were the initiators, contributors and deciders as mentioned in

Table 3. In Case 1, the budget approval was required from the design centre head and product manager. In Case 2, the legal and sourcing department was responsible for negotiating and signing the contract with the component suppliers. The number of roles involved in the decision varies from case to case.
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Figure 6: The process-line activity coverage in related to the decision-making process followed by the companies.

Table 3: Stakeholders involved in the decision committee and their roles in the decision.

<table>
<thead>
<tr>
<th>Case no.</th>
<th>Decision committee</th>
<th>Decision-making role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Design centre head and product manager</td>
<td>Budget approver</td>
</tr>
<tr>
<td></td>
<td>Line and system manager</td>
<td>Decider</td>
</tr>
<tr>
<td></td>
<td>Architect</td>
<td>Decision initiator and contributor and decider</td>
</tr>
<tr>
<td>Case 2</td>
<td>Product experience planner and project manager</td>
<td>Deciders</td>
</tr>
<tr>
<td></td>
<td>Project scope manager, developers and testers</td>
<td>Decision contributors</td>
</tr>
<tr>
<td></td>
<td>Legal and Sourcing department</td>
<td>Decision influencers</td>
</tr>
<tr>
<td></td>
<td>Component providers</td>
<td>Decision influencers</td>
</tr>
<tr>
<td>Case 3, 4 and 5</td>
<td>Chief technical officer</td>
<td>Decider</td>
</tr>
<tr>
<td></td>
<td>Architect</td>
<td>Decision initiator and contributor and decider</td>
</tr>
</tbody>
</table>

Figure 7 provides the number of roles involved in the decision. Case 2 has the highest number of stakeholders with different roles involved in the decision. As the decision was based on selecting between different COTS vendors, involving COTS vendors in the decision and negotiating the legal aspects were part of the decision. In Case 1, there was no stakeholder responsible for discussing legal aspects however, it was realized as an important role in the decision-making and was considered for future decisions. Since, Cases 3, 4 and 5 were conducted in a comparatively small company, the decision committee consisted of only two members. The decision was made by the architect and chief technical officer agreed to the decision in all three cases in Company C.
The number of stakeholders involved, their roles and the personality of the stakeholders affect the inclusion or exclusion of the decision-making activities and the time spent on each activity as perceived as one of the architect interviewed. For example, some stakeholders might need more information to approve a decision.

**Activity 2: Screen and evaluate suitability of the asset origins** – In all cases OSS was the preferred origin and only two origins were considered as shown in Figure 8. In case 2, various OSS components were available and evaluated regularly but due to lack of full support for text input in over 60 languages they could not be considered. COTS remained as the only option with two potential COTS suppliers. In-house and outsourcing were not considered as suitable alternatives due to the extensive effort (100+ developers working for several months) in Cases 1 and 2. Company C has a strategy to use OSS as the first choice. Developing the component was considered as the last option.

**Figure 8: Number of asset origins involved in each decision.**

**Activity 3: Decide criteria from goals** – The number of criteria considered is case dependent as shown in Figure 9. In Case 1, the goal was to replace the component in use with a new component that overcomes the problems identified with the component in use. The general criteria selected based on this goal were: maintenance effort, technical support, costs, distribution, fault tolerance and fitness in terms of functionality. Apart from these criteria, specific criteria related to the actual decision
to select the component were: scalability (architecture for scaling), security, performance for big data, replication, source code availability for defect fixing, maturity of the OSS community and the number of users using the component.

In Case 2, the criteria used in the decision were: support for multiple languages, support for defect fixes, ability to survive “patent fights”, reduced costs, better user experience, possibility to add customized user experience elements (like buttons), and technical features (next word prediction and text recognition from sloppy writing).

In Cases 3, 4 and 5, functionality fit was the criterion to select the component. In case 5, the skills needed to maintain the new OSS component was also considered as a criterion in addition to functionality fit.

Figure 9: Number of criteria considered in each decision.

Activity 6: Identify and describe the context – In Case 1, organizational, product and supplier contexts were considered in the decision. The governance structure of Company A was such that all relevant stakeholders should be involved in the decision. The product context such as complexity, criticality, the number of customers, and subscribers or users using the product was considered. The context of the supplier community such as maturity and number of recent releases was considered.

In Case 2, the context is implicitly discussed but not modelled. The company does not have enough knowledge within text recognition to internally develop the component and all competitors use external suppliers. The text recognition component is important for the product offering but not considered as the main driver for purchasing the product.

In Cases 3, 4 and 5, the context was considered important. For each decision, the following question is answered – “Are we the organization that can support the decision (i.e. do we have the required skills or support required to implement the decision?) or can we become that organization?”
Activity 8: Decide on property models to use – In all cases, expert opinion was used to evaluate the criteria. Deciding on how to evaluate/estimate the criteria did not come up in the interview but when asked about the process the interviewees mentioned that they followed the activity. The evaluation was based on stakeholders’ opinions, experience and knowledge.

Activity 9: Evaluate the criteria, make estimations using the property models and evaluate the impact of the decision – In Cases 1, 4 and 5, where the goal was to change or replace the component in use, the experts were aware of the attributes such as time, cost and effort for the component already in use. The evaluation was done using expert opinion method to find alternatives that improve the existing values and not make it worse. In Case 3, the functionality of the plugin was evaluated by the decision-makers by testing the functionality of the plugin.

Company B (Case 2) had the following properties: level of support (measured by checking if the supplier has regular meetings with the procurer and how quickly they react for issue requests), and code quality was important but only externally measured by checking how many crashes the component had. Internal code quality could not be measured. Support for multiple languages was measured by checking how good the functionality and the next word prediction is in several languages. User testing and prototype-based evaluations were heavily used in this case.

In Case 1 the scalability and redundancy of the OSS component were evaluated. The impact of the decision in terms of risks was also evaluated. For example, if the OSS component did not evolve, then the need to modify the component is identified. In order to modify the component, the source code needs to be fully understood. This involves a learning curve and results in increased head count. The patents and proprietary rights were also evaluated.

The number of additional resources required to use the new component was estimated in Cases 1 and 5. The trade-off between the risk of having to contribute to the OSS community and monetary value gained by not having to pay for external support was evaluated in Case 1. Similarly, in Case 5, the trade-off between the additional time and cost to train employees or hire new employees and its fit to functionality was evaluated.

Activity 12: Make a final decision - A final decision was made in all cases. A COTS component was replaced with an OSS component in Cases 1 and 4. In Case 2, a decision to acquire a COTS component from a COTS vendor and a new OSS plugin component in Case 3 was made. In Case 5, it was decided to continue using the component in use and not change to a new component.

6.5 Detailed description of the decision-making activities followed in a sub-set of the cases

Activities 4, 5, 7, 10, 11 and 13 were followed only in some of the cases. The descriptions on how these activities were followed is provided below.
Activity 4: Decide on priorities of criteria – In case 1, prioritization of the criteria was not mentioned explicitly in the interviews. However, the criteria driven from current issues i.e. reduced maintenance time and lower license cost was perceived more important than finding the best possible component replacement based on criteria such as scalability. Therefore, timely support and cost of license were prioritized over other criteria.

In Case 2, the selection criteria were prioritized. Support for multiple languages and support for maintenance and defect fixes received the highest priorities. Technical support and cost were prioritized over accessibility of the source code. Code quality and intended user experience were also important.

In Cases 3 and 4, there was no prioritization as only one criterion was considered. In Case 5, the skills required to maintain the OSS component were considered more important than functionality fit. Mismatch in the required and available expertise of the current team was a bigger risk than the benefit of functionality fitness. If the people need to be trained to use the new functionality of the OSS component or new people need to be hired, then the OSS component was not considered as a good alternative.

Activity 5: Decide on how to handle the time aspect - The short- and long-term impact of the solution was not explicitly mentioned in the interviews. In Case 2, the interviewees talked about long-term implications of the decision (support and patent fights and support for maintenance over 2-5 years) versus short-term (providing bug fixes on time and quick updated for the upcoming product releases).

In Cases 4 and 5, the long-term implications of the decision were considered. In addition, there was no need for an immediate solution as the current solution acted as a backup.

However, in Case 1 the patent issues were realized much later after the decision was taken, which indicates that patent issues have a long-term impact. In addition, in Case 3, the compatibility issues were perceived to have a long-term impact as the stakeholders realized that the updates between the component and the plugin were not always synced.

Activity 7: Look for similar cases in a knowledge repository – In Case 1, the decisions were not documented and similar cases were not retrieved from the repository. However, the same OSS component was previously used by the company successfully, also other large companies used the same OSS component. Although the criteria in the previous decisions were not reused the successful implementation of the component in previous cases increased the confidence in making the decision.

In Case 2, it was not perceived that there were similar cases. There was no component that offered a similar level of functionality, quality aspects and long-term support
from the supplier. However, “similar” could be interpreted a little broader, i.e. to learn from similar cases in the company and not only in the current product-line. Thus, implicitly the previous decision to select between COTS providers could be considered as similar. In a broader sense, any COTS component purchase creates a question about later maintenance and bug fixes and also support for additional functionality.

In Cases 3, 4 and 5, there were no similar decisions made as perceived by the interviewees.

**Activity 10: Weigh the estimation results of the selected properties based on the priorities of criteria** – Weighing activity was conducted in Cases 1, 2 and 5. It was explicitly mentioned in Case 5 and in Case 1 and 2 the interviewees mentioned it when asked about the weighing activity.

As discussed in Activity 4 followed in Case 1, reduced maintenance time and lower license cost were prioritized criteria. These criteria were traded-off with the additional people (head count) needed to build a local support team in order to replace the technical support provided by COTS vendor. The additional head count cost was traded-off with the COTS vendor license cost. At the end of the weighing, it was perceived that adding additional people to support the maintenance locally was better (faster and more transparent) than relying on the COTS vendor. In addition, the cost of adding people was perceived to be lower than the COTS vendor license cost.

In Case 5, the benefit of having better functionality was trade-off with the addition time and cost in training or hiring the people. At the end of the weighing, it was perceived that using the current component was better (workable solution) than adding additional people to support the maintenance of the component.

In Case 2, the company implicitly compared the service level agreements between the COTS providers. Cost was weighed against the other decision criteria in the final phase and at the end cost was *not* a factor since both offerings had the same price. Initially, the prices were different, but at the end the price was the same. In other words, one supplier lowered their price to ensure that the price as such was not a decisive factor. Thus, the level of support and the “relationship with the supplier” were the key criteria for the decision.

**Activity 11: Make a tentative decision** - A proof-of-concept was created and the tentative selection to use the component on a smaller product in Cases 1 and 4 was made. In addition, in Case 2, a tentative decision was made to narrow it down to two options. These two options were evaluated after which one of the components came out as better with respect to some aspects. The key aspects evaluated here were the performance levels in different languages and possible differences in that and how they will impact the expected user experience. As a part of the proof-of-concept, the company also requested several adaptations from suppliers and experienced their response to extension requests.
Activity 13: Store the case in the knowledge repository - The decision was not documented in the classical sense in Cases 1 and 2. It turned into the knowledge about what the decision-makers selected and why. The minutes of the meetings with the decision committee were stored in Cases 2, 4 and 5. However, they were not stored for the purpose of reusing the knowledge for future decisions.

Finally, it should be noted that no new activities were identified through the interviews and discussions. Different asset origins were considered as viable options by Company B. However, only one asset origin was a suitable option and the decision-making was mainly to select a component from the asset origin. It is noteworthy that the decision-making process-line fits well with the decision to select between different asset origins and to select between different suppliers (two components from the same asset origin, i.e. COTS in this case).

6.6 Discussion and implications from the cases

It is noteworthy that the decision-making process-line presented in Section 5 was found useful for selecting between components of the same asset origin. This is validated through the component selection at Company B. Selecting between asset origins is primarily a strategic decision, while the selection between components is mostly performed on a tactical level [1]. The process-line presented in this paper is likely to support both strategic as well as tactical level decisions.

The decision-making process followed by the companies is case dependent as we see in Section 6 and Figure 6. Thus, the process-line requires substantial flexibility not only in how the activities are conducted but what activities are conducted. The order of the activities (which activity comes first and which second) is also flexible. However, there is sequential order of execution between the preparatory, investigation and decision/making phases.

Although the activities executed were similar there were some variations in the way the processes were executed. This led us to identify the possible variation in the execution of all the activities in the process-line based on the cases. In addition, the execution of some activities could be dependent on the execution of other activities. The variations and dependencies are presented in Figure 10.

Each activity execution could vary, for example, as shown in the first box in Figure 10 a decision-maker could identify all the relevant stakeholders at the beginning of the process or only a sub-set of the stakeholders and add more stakeholders at later stages whenever required. There were no variations identified based on the interviews for the activity to identify and evaluate the context, criteria and the weighing activity. Similarly, no variations in the tentative decision and the final decision were identified in the interviews. The “weighing” activity depends on the execution of the “criteria prioritization” and “evaluate” activities. If the criteria are prioritized and evaluated (represented by AND gate in Figure 10), then the weighing activity can be executed
by weighing the priority of the criteria together with the estimated results obtained from the evaluation.

The execution of the process-line could be iterative for example, a sub-set of stakeholders could initiate the decision and in each iteration more stakeholders could be added. After each iteration, a decision if more investigation is needed to reach to a decision could be made. If further investigation is needed, then activities could be executed again. This finding is from Case 5, where the decision was made to not continue the investigation and use the component in use without any replacement.

![Process-line for decision-making including variations in activity execution](image)

**Figure 10: The process-line for decision-making including variations in activity execution.**

The process-line in Figure 4 and the process-line with variations in execution in Figure 10 were shown to the interviewees in Company C. The interviewees’ perceived the process-line in Figure 4 to be applicable from a managerial perspective and the process-line with variations in Figure 10 was perceived to be applicable from a technical perspective. In addition, having a process-line with a set of activities was perceived to be useful for the decision when the time is short as the process of selecting the decision-making activities to include in their decision-making process could be faster. On the other hand, having more time would allow the decision-makers to use the process-line and conduct the activities more thoroughly according to another interviewee. Another use stated by the interviewees was that the process-line is applicable when there is a problem in the current decision-making process and they are looking for ways to improve it. However, a wider survey is needed to capture the applicability of the process-line.
7 General discussion and validation implications

7.1 Checklist v1.0 validation and refinement into Checklist v2.0

The Checklist v1.0 validation conducted in Companies A and B, resulted in the formulation of Checklist v2.0. The following changes were made to the activity descriptions based on the validation.

- Evaluating the suitability of only one origin is added to the description of the “Screen and evaluate the suitability of the asset origins” activity.
- In “Decide criteria from goals” activity, we made a distinction between criteria used to reject an asset origin or replace an existing component, and the actual criteria used to make the decision.
- The context description activity is refined to identify the context information that could impact the decision in addition to describing the context information.
- As some criteria can be measured and evaluated, we reformulated the activity to estimate the criteria to include evaluations and not only estimations as described in the original proposal [45]. For example, scalability and functionality of an existing component can be evaluated. However, time to build a new component may potentially be estimated using some form of cost estimation model. In addition, the impact of the decision, cost-benefit analysis and changes that need to be made in order to incorporate the new decision are added to this activity.
- We also noticed that the tentative decision implemented in the form of prototypes and proof-of-concepts are more reliable and the decision-makers are more confident about their decision when they implement prototypes and proof-of-concepts. Thus, we have added these types of evaluations to the tentative decisions.

In both cases the decision was not documented. Documenting the decision and storing it in a repository allows information to be reused from previous similar decisions. As we can see a shift in the way software is development, reusing existing components is becoming increasingly common. Hence, as more such decisions to select an asset origin will be made, documenting such decisions will create a rich repository that can be used for further decisions.

7.2 Checklist v2.0 validation and refinement into process-line (Checklist v3.0)

We mainly changed the representation of the solution to eliminate a specific order between each activity. The following changes have been made –

- The activities are divided into three phases: preparation, investigation and decision-making.
- The information flow between the phases and repository is made explicit.
• The variation in execution and dependencies between activities and phases is also represented as shown in Figure 10.

8 Summary and further work

The development of today’s software products, systems and services is far from trivial and often result in rather complex decision support models and decision-making processes. The decisions of choosing software components from different origins, such as in-house development vs. COTS, OSS and outsourcing, are most often strategic and have significant consequences on competitiveness. The decision-making process-line presented in this paper provides a starting point for supporting such decisions and addresses the research gap identified in a recent systematic literature review [3].

The presented decision-making process-line for selection of software asset origins can be applied for both B2B and B2C contexts as long as relevant stakeholders are identified and involved in decision-making. For B2C contexts, end users and other external stakeholders need to be involved and accurately represented.

In future work, we plan to further evaluate the generalizability of the decision-making process-line to support different levels of decisions, i.e. strategic decisions (to select between different asset origins), tactical decisions (to select between different suppliers or different components) and selection between different services. In addition, we plan to survey several business scenarios that involve diverse business models, asset origins, company characteristics and ecosystem participation models. We aim at clearly outlining short- and long-term consequences of each variation of activity execution. These should form guidelines that software business practitioners may use when considering various sourcing options.

We plan to implement the process-line in practice and evaluate the implementation as part of future work. The applicability of the process-line is important to evaluate through a large survey. A survey to collect the feedback on the applicability of the process-line is planned as future work. Moreover, we plan to expand our research on the evidence-based knowledge repository in the following ways: to create the first implementation of a repository that can support decision-makers and to create tool support for executing the process and storing the data in the knowledge-based repository. Finally, we plan to conduct an empirical study to evaluate the use of presented decision-making process-line to formulate specific decision-making processes and identify future work directions.
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