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Abstract
Estimation of the defect content is important to enable

quality control throughout the software development
process. Capture-recapture methods and curve fitting
methods have been suggested as tools to estimate the defect
content after a review. The methods are highly reliant on the
quality of the data. If the number of reviewers is fairly small,
it becomes difficult or even impossible to get reliable
estimates. This paper presents a comprehensive study of
estimates based on two reviewers, using real data from
reviews. Three experience-based defect content estimation
methods are evaluated vs. methods that use data only from
the current review. Some models are possible to distinguish
from each other in terms of statistical significance. In order
to gain an even better understanding, the best models are
compared subjectively. It is concluded that the experience-
based methods provide some good opportunities to estimate
the defect content after a review.

1. Introduction
Quality control throughout the software life cycle is

essential. Reviews are one technique that provides
opportunities for continuous evaluation of the quality [7],[1].
Thus, it is important to try to make the best possible use of
the information from reviews, for example, to have methods
to estimate the remaining defect content and not just
focusing on the defects that were found. This type of
estimate can be a valuable tool for decision-making, and
they are the main concern of this paper. Several different
estimation methods are evaluated in an experiment.
Experimentation is a valuable tool in evaluating different
methods, techniques and tools versus each other in software
engineering. Experimentation in software engineering is
treated in more detail in [16]. 

Figure 1 illustrates one possible way of incorporating the
defect content estimations in the review process and the
decision-making. The objective is not to show a complete
review process, but rather to focus on how defect content
estimation may become a natural part of the review process.
First, the individual reviewers prepare and try to find defects.
The next step depicted is the pooling of the individual
findings. Data has to be collected on an individual level, but
it is beneficial to pool the data before the meeting. Firstly, it
can be decided whether a review meeting is needed or not
and secondly, the pooled list of defects, together with a
defect content estimate provide valuable input to the
meeting. The pooling of the defects prior to the meeting is
also believed to improve the individual preparation. Either
when it is decided to not have a meeting or after the meeting

the defect content estimation is one important input for the
decision-makers to determine the next actions.

Figure 1. Potential use of defect content estimations in 
the review process.

Capture-recapture methods [5] and curve fitting methods
[15] have been proposed for estimating the defect content in
reviews. Experience-based methods have also been
investigated in [14], [13] and [12]. This paper provides an
empirical study of two reviewers with data from software
reviews, i.e. real data although collected in a laboratory
environment to enable control of the study. 

A study of using different capture-recapture models for
different number of reviewers is presented in [2]. It is noted
in [2] that the estimation problem becomes particularly
difficult for few reviewers, for example, some of the models
are unable to produce estimates when there is no overlap
between reviewers in terms of defects found. An additional
problem is that the uncertainty in the estimate increases in
the two reviewer case due to the small number of reviewers.
Estimation based on two reviewers is also addressed in [6]
using simulation.

Estimation of the remaining defect content after a review
can be made in different ways. Three different types of
methods are identified. The methods can briefly be described
as:
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• Experience-based methods, i.e. methods that in some
way use historical data [8] to estimate the defects con-
tent. These types of methods have been addressed in, for
example, [14] and [13].

• Capture-recapture methods, i.e. methods that use the
degree of overlap between reviewers to estimate the
defect content [5]. These methods have their origin in
biology where they are used for population estimations
[11].

• Curve fitting methods, i.e. methods that plot the review
data from the reviewers in a predetermined way. Based
on the plot a mathematical function is fitted and then
used to estimate the defect content [15]. The curve fitting
models are not evaluated in the paper, since they are not
suited for the case with two reviewers.

The objective of this paper is threefold:
• To evaluate experience-based defect content estimation

models and in particular study on which level inspection
effectiveness experience should be reused.

• To investigate how good experience-based models are in
comparison to capture-recapture models for estimation.

• To identify which models are best suited for estimation
of the defect content when having only two reviewers.
This paper is organized as follows. In Section 2,

experience-based methods are discussed and some issues for
evaluation of the methods are introduced. Section 3 briefly
presents capture-recapture methods and curve fitting
methods. An experimental study of defect estimation
methods is presented in Section 4. Finally, conclusions are
presented in Section 5.

2. Experience-based methods
The main advantage of using an experience-based

method is that it tries to capture previous experience using
historical data. This implies that although it adapts to the
current review, it is still based on the experience in the
organization. For experience-based methods data from
previous reviews is used to perform the estimation in the
current review, while the other two types of methods only
use data from the current review. 

Other studies [14], [13] and [12] have evaluated
experience-based methods, but they have not addressed the
problem of only having two reviewers. The experience-
based methods are believed to be particularly valuable for
two reviewers, since reviews with only two reviewers are
especially sensitive to the performance of the individuals at
that specific occasion.

Moreover, the focus in this paper includes evaluating
how experiences regarding review effectiveness should be
reused and calculated. The effectiveness is here defined as
the number of unique defects found out of the total number
of defects in the artifact being inspected. The effectiveness is
calculated for each individual reviewer. The actual use of the
calculated effectiveness may however be used in different
ways, which is discussed next

2.1 Use of review effectiveness
After having derived the review effectiveness, it is

necessary to determine a suitable way of using the measures.

Several different opportunities exist. Should it be personal?
Should it be defined for a certain group of people? Should it
be a mean value that can be used for all reviewers? Thus,
there exist at least three different alternatives of how to
capture and use experience in terms of review effectiveness.
• Individual experience base (denoted I)

The first approach is that each person’s data is reused on
an individual basis. In other words, the reviewers have
individual experience bases. In this way the estimation is
done based on what the individuals participating in the
review have achieved in the past in terms of defect detec-
tion at reviews.

• Group experience base (denoted G)
Another alternative is to try to treat people in terms of
groups, where the grouping is based on, for example,
background and experience. The groups can be deter-
mined using Principal Component Analysis (PCA) [10].
In the empirical study in Section 4.3, reviewers are
grouped based on a PCA of a set of reviewer profile mea-
sures that were collected in questionnaires.

• Average reviewer (denoted A)
Finally, a third alternative is to assume that all reviewers
behave in a similar way. In this case, a joint experience
base is created for all reviewers, and an average review
effectiveness is used. 
These three alternatives are compared and evaluated

empirically in Section 4.3.

3. Capture-recapture methods
The capture-recapture models have their origin in

biology, where they are used to estimate animal populations.
This also means that some of the notations are primarily
adapted for this type of application. Capture-recapture
models were first used for defect content estimation from
reviews in [5]. These type of models rely on using a
statistical estimator, where the estimator uses the degree of
overlap in defect detection between reviewers to perform the
estimation. Different capture-recapture models use different
assumptions regarding reviewers and defects. Reviewers
may have the same or different capability of finding defects,
and the defects themselves may be equally difficult to find or
some may be more difficult than others are. Thus, capture-
recapture methods can be divided into four model types.
These are:
1. Reviewers are assumed to have the same capability to

find defects, and the different defects are found with the
same probability. This type of model is denoted M0.

2. Reviewers are assumed to have the same capability to
find defects, though different defects are found with dif-
ferent probabilities. This type of models is denoted Mh
(variation by heterogeneity), since it takes the detection
probabilities into account but not the reviewers’ capabili-
ties.

3. Reviewers are assumed to be different, i.e. they have dif-
ferent capabilities to detect defects, and all defects are
found with the same probability. This type of models is
denoted Mt (variation by time), since it takes the review-
ers’ abilities into account but not the detection probabili-
ties.



4. Reviewers are assumed to be different, i.e. they have dif-
ferent profiles for detecting defects, and different defects
are found with different probabilities. This type of model
is denoted Mth.
These models are illustrated graphically in [2]. Statistical

estimators can be applied to the different types of models.
Statistical estimators for each type of model are presented in
Table 1.

These five models obtained when using these estimators
are compared with the best of the experience-based models
in Section 4.4.

4. Experimental study
4.1 Overview

The objective of the experiment is to compare a number
of models to estimate the defect content. The data, to enable
the comparison, is obtained from a series of reviews of C
programs. Thus, the first part is a data collection step where
reviews are conducted. The data is then input to the
experience-based models, where the different parameters
(primarily use of the calculated effectiveness) are varied
according to the descriptions in Section 2. The models are
evaluated using statistical methods and the best models are
determined with statistical significance. The best
experienced-based models are then compared with the
capture-recapture models. Statistical methods are applied in
order to determine which models are the best. The models
that cannot be separated statistically, when comparing the
mean values, are evaluated in a subjective evaluation where
mean value, variation and maximum error of the models are
studied. Based on the subjective evaluation, a set of models
can be identified as being most appropriate when estimating
the defect content for two reviewers.

4.2 Data collection
Review objects. The software programs reviewed are
defined in [9] and developed according to the Personal
Software Process (PSP) by a Ph.D. student with four years of
industrial experience, although not in C programming.
Programs 3A, 4A, 5A, 6A and 7A according to the PSP
course scheme are selected for review. Programs 1A and 2A
were not selected due to risks for initialization effects, i.e.
basic programming mistakes are often made in the first

couple of programs before the students get more used to
programming. A total number of five review objects were
selected in the experiment as a trade-off between reasonable
workload for the participants and a sufficient number of
reviews for the study. The original experiment is discussed
and reported in [13]. Although the same data is used,
different issues are evaluated. For example, the focus in [13]
is not on two reviewers, and the issues raised for the
experience-based methods are novel work reported here. The
actual number of defects in the programs and the size of the
programs can be found in Table 2.

The defects are real defects introduced during software
development. The code version available directly after
coding was stored, i.e. it contains the defects later found in,
for example, compilation and testing. Functional faults as
well as cosmetic ones, like misspelled comments, are
counted as defects. The majority of the defects are of syntax
type, and the second largest class of defects is of functional
type, such as logic, pointers and loops.

Participants. Eight reviewers with various industrial and
academic backgrounds conducted the reviews. Four
reviewers were Ph.D. students (B, D, E and G), three were
software engineering seniors (C, F and H) and one was a
recently graduated software engineer (A). The reviewers
were categorized according to a reviewer profile scheme.
The profiling includes six aspects: state-of-the-art
knowledge in software engineering, as well as experience in
project work, coding in C, reviews in general, reviews of C
and problem domain (PSP). The participants rated their
experience on a scale from 1 to 4, where 1 means no
knowledge or experience while 4 means more than three
years experience. The profiling data and the total time spent
by each reviewer for the three programs can be found in
[13]. Although, the data is on an ordinal scale and we only
have 8 data points and six participants, we have chosen to
conduct a PCA1. The intention is to enable division into
similar groups based on documented experience rather than
our knowledge of the individuals (Ph.D. students, software
engineering seniors and recently graduated software
engineer). The analysis resulted in three groups: Group 1
with reviewer C, F and H; Group 2 with reviewers B, D and
G; and Group 3 with reviewers A and E.

It is noticeable that Group 1 corresponds to the senior
software engineers, and Group 2 consists of three out of four
Ph.D. students. The last group (Group 3) contains the
recently graduated software engineer and the one of the
Ph.D. students. Thus, the identified groups are close to the

Table 1.  Capture-recapture estimators.

Reviewer 
capabilities

Detection probabilities

Equal Different
Equal M0: Maximum-

likelihood [11] 
(denoted M0-MLE)

Mh: Jackknife [11] 
(denoted Mh-Jack-
knife)

Different Mt: Maximum-
likelihood [11] 
(denoted Mt-MLE) 
and Chao [3] 
(denoted Mt-Chao)

Mth: Chao [4] 
(denoted Mth-
Chao)

Table 2. Defect and size data

Program 3A 4A 5A 6A 7A Total
Defects 22 16 16 35 20 109

LOCa

a. These figures include new and reused code.

190 113 85 304 208 900

1. All statistical analysis in the paper are conducted using 
StatView 5.0 on Macintosh.



grouping obtained by simply looking at the background in
general.

The division into groups is used when creating
experience bases based on groups, i.e. the groups denoted G
in Section 2.1. 

Operation. Each of the reviewers reviewed three programs
out of the set of five. The programs were randomly allocated
to the reviewers. Five reviewers each reviewed programs
3A-6A, and four reviewers reviewed program 7A. This
means that in total 24 individual reviews were conducted.

The reviewers were given a package for each program
containing:
• Code review process with:

- corresponding code review checklist
- time recording log
- defect recording log

• C program code listing
• Requirements specification from the PSP book [9]
• Program design (textual)

Based on the five reviewed programs and the number of
reviewers for each program, it is possible to create 46 pairs
of reviewers, i.e. all possible pairs of reviewers are created.
Obviously, this means that the pairs are not independent. It
is, however, not viewed as a major threat to the study, since
the primary interest is a relative comparison between
different methods and possibilities.

Threats. The study includes threats on two aspects. First, it
is threats regarding the data collection, i.e. the actual review
and the objects reviewed. The second aspect is concerned
with threats on how the model are compared. Moreover,
threats may be divided into four types of validity: internal,
external, construct and conclusion. External validity is
concerned with generalization of the results. It has to be
ensured that the observed relationship is causal; this is
referred to as internal validity. The construct validity is
related to that the experiment should reflect the concept to be
studied. Finally, the conclusion validity is concerned with
the relationship between the treatment and the outcome in
the experiment. Threats to experiments are discussed in
more detail in, for example, [16]. These four types of
validity should be addressed for both aspects of threats.
1. Data collection procedure

• External validity: The code has been written by a
novice C programmer and hence the programs and
defects may not be representative. The reviewers are
mostly not industrial engineers, and they may not be
representative of that population. These threats are
not regarded as critical as they affect reviews in a
similar way and hence the comparisons made
between defect estimation models should not be
affected to any major extent.

• Internal validity: The programs were not reviewed
in random order and hence there is a risk that the
reviewers either improve or get tired as the conduct
the reviews. This threat is partly addressed by that
most of the reviewers did not perform all reviews on
one day. The reviewers knew that they took part in

an experiment, and this may have affected their
behaviour. It is, however, not likely that this will
affect the comparison of estimation models.

• Construct and conclusion validity: These types of
validity are primarily concerned with model com-
parison.

2. Model comparison

• External and internal validity: Both the external and
internal validity are primarily concerned with the
data collection procedure, see above.

• Construct validity: These threats are primarily con-
cerned with the design of the study and social
effects, such as hypothesis guessing. The former is
not believed to be a problem. The reviews are con-
ducted individually and the data is collected without
the subjects knowing exactly how the different mod-
els should be compared. Moreover, the latter is not
an issue since the model comparison is made based
on the data collected and the individuals involved in
the study are unable to influence this comparison.
One specific threat observed is that the efficiency
measure may be influenced by that reused code is
reviewed for some of the programs. This will not
influence the effectiveness measures since they are
defined based on the defect content, but it may
influence the efficiency measure since the review
time may become shorter if the reviewers recognize
that code has been reused.

• Conclusion validity: The conclusion validity is pri-
marily related to two concerns in this study, namely
violations of assumptions of the statistical methods
and the risk that since several hypotheses are evalu-
ated and some of them may turn out significant by
chance although there is no true relationship. The
violations of assumptions are addressed by applying
both non-parametric and parametric tests. The sig-
nificant results are i line with the expectations,
which indicates that the identified significant results
are true findings.

In summary, the objective has been to address and
consider the threats at the start of the study to ensure that the
results are trustworthy. It is clear that threats exist, but they
are not considered to be a major problem in the study.

4.3 Evaluation of the experience-based methods
The evaluation is based on the absolute relative error of

the estimates. This is possible since we know the total
number of defects in the programs after compilation and
thorough testing. It should also be added that there is no
preconceived opinion of which of the models that are best
and hence all hypotheses are evaluated using two-sided tests
and a significance level of 5%.

The null hypothesis is that there is no significant
difference between the different alternatives of using the
effectiveness. The three alternatives are individual, group



and average, see Section 2.1. The alternative hypothesis is
that there is a difference between at least some of the pairs.

If the data is normally distributed, parametric statistical
methods may be used. Most of the parametric methods are,
however, fairly robust, and hence they may sometimes be
used although the data is not normally distributed. To
evaluate the robustness, a Kruskal-Wallis test, which is a
non-parametric test, was applied and the result from it was
compared with that of an ANOVA test. The results were the
same and it was decided to use parametric tests. The main
reason for aiming for parametric tests is that for a significant
ANOVA test, it is possible to apply a Fisher’s PLSD
(Protected Least Significant Difference) test. This test
evaluates all possible pairwise comparisons in a similar way
as a t-test, although it is derived to be used after a significant
ANOVA test has been obtained. If there is no statistical
significance according to the ANOVA test, there is no
statistical difference and hence, there is no basis to apply
Fisher’s PLSD.

It should also be noted that the result may be a result of
the limited number of data points to derive the experience
bases. For example, on the individual level, the experience
base is based on two reviews since the estimation is done in
the third. This is a direct result of that each reviewer
conducted three reviews. For the group and in particular for
the average case, we have more data points since they are
derived from either a group of reviewers or all available
reviewers. Thus, future work has to be directed towards
further evaluations of these three opportunities.

In summary, we can conclude that it is not possible to say
with any statistical significance whether an experience-based
model should be based on individuals, groups or simply an
average of all reviewers.

To evaluate the experience-based models further, the next
step is to compare the three experience-based models with
some of the available capture-recapture methods.

4.4 Experience-based versus capture-recapture
One problem with the capture-recapture methods is that

they fail if there is no overlap between reviewers in terms of
which defects they have found. This situation occurs
sometimes, and it occurs more frequently in the case of few
reviewers. Thus, this becomes a particular problem when
investigating the case of two reviewers. For the 46 pairs
compared, no overlap occurred in seven cases. These seven
cases of non-overlap were removed to enable a fair
comparison between the experience-based methods and the
direct methods. It may be argued that we in fact should use
models that produce estimates in all cases independently of
the overlap, but in order not to favour the experience-based
methods, it was decided to remove the cases with no overlap.

Next, the three experience-based models and the direct
methods are evaluated for the data sets where there is an
overlap. The results are presented in Figure 2. On the x-axis,
A-C are the experience-based models, denoted EBM-I,
EBM-G or EBM-A for Individual, Group or Average, see
Section 2.1. D-H are the capture-recapture models, see
Section 3. The only model, which is possible to significantly
differentiate from the others, is the Mth-Chao estimator that
performs worse than the others. This is not so surprising. The

model is trying to take both differences in capability between
reviewers into account as well as the differences between
defects in terms of difficulty to detect them. This means that
Mth-Chao needs more data than the other models to provide
good and stable estimates. For only two reviewers, the data
is highly dependent on single data points and this causes the
Mth-Chao model to fluctuate a lot.

Figure 2. Evaluation of experience-based models and 
direct models.

From Figure 2, it can be seen that the mean absolute
relative error in percentage varies between 22 and 35 percent
for the remaining seven models (all except Mth-Chao),
which we cannot differentiate with a statistical significance.
Moreover, the standard deviation is in the range of 16-23
percent, and the maximum error by the models varies
between 63 and 113 percent. In addition, it is worth noting
that the best value of these three measures is not provided by
the same model, hence it is difficult to objectively determine
one superior model.

The evaluation results in that three experience-based
models and four capture-recapture models are considered to
be the best.

To evaluate if it was at all possible to subjectively
differentiate between these seven models, a subjective
evaluation was performed by the authors (as experts on
defect content estimations using this type of models). This is
motivated by that the statistical methods are unable to weigh
different aspects of the models, for example, mean value vs.
variation vs. maximum error in the estimation. In particular,
it was also noted that different models were best for different
measures as stated above. The authors have no vested
interest in one model being superior than the others, so a fair
evaluation was anticipated.

From the subjective evaluation, it was possible to
identify three models that the evaluators agreed to be the
three best models, although there was no agreement
regarding the order of these three models. This is due to that
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the evaluators have valued different aspects (mean,
variation, worst case and so forth) of the models differently
concluded that the models in the top trio are worth further
studies. The models are: 1) experience-based model using an
individual experience base (I) or 2) experience-based model
using an average for all reviewers (A), and 3) the Mh-
Jackknife model. These three models are the main
candidates to use when making defect content estimations
from reviews with only two reviewers. This result is partly
contradicted by a simulation study [6], which concludes that
the Mt-Chao model is suitable for two reviewers. This model
was close to the first group in the study presented here, and it
is probably wise to include the Mt-Chao model in the further
studies.

5. Conclusions
In this paper, three experience-based models and five

capture-recapture models have been compared. It was not
possible to differentiate using statistical methods which of
the experience-based approaches that is best.

In the comparison between different experience-based
models and capture-recapture models, it was only possible to
show with a statistical significance that one of the models
were not as good as the others were. To differentiate between
the remaining seven models, a subjective evaluation was
conducted individually by the four authors. The evaluation
resulted in that three models seemed superior to the others:
two experience-based models and the Mh-Jackknife model.
It is notable that the subjective evaluation is able to judge
different comparison criteria (mean value, variation and
maximum value), which the statistical tests are unable to.

Based on the evaluation, it is concluded that defect
content estimations for two reviewers are difficult due to the
dependence on individual data points. This does, however,
not mean that it is impossible to make estimations; it does
mean that we may have to accept that the accuracy of the
estimates cannot be expected to be very good. On the other
hand, the study shows that it is possible to find some models
that behave better than others do. The three best models
identified had a mean absolute relative error of around 20%
and a standard deviation also around 20%. The three models
identified out of the set of eight models should be studied
further. 

The study has shown that although difficult, it is possible
to perform defect content estimations for two reviewers. In
particular, the use of experience-based models seems to be a
good approach when having few reviewers. Thus, it is
concluded that experience-based models for defect content
estimations are worth further studies, including both
replicated experiments and real world applications.
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