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Abstract

Cumulative Voting (CV), also known as Hundred-Point Method, is a simple and straightforward technique, used in various prioritization studies in software engineering. Multiple stakeholders (users, developers, consultants, marketing representatives or customers) are asked to prioritize issues concerning requirements, process improvements or change management in a ratio scale. The data obtained from such studies contain useful information regarding correlations of issues and trends of the respondents towards them. However, the multivariate and constrained nature of data requires particular statistical analysis. In this paper we propose a statistical framework; the multivariate Compositional Data Analysis (CoDA) for analyzing data obtained from CV prioritization studies. Certain methodologies for studying the correlation structure of variables are applied to a dataset concerning impact analysis issues prioritized by software professionals under different perspectives. These involve filling of zeros, transformation using the geometric mean, principle component analysis on the transformed variables and graphical representation by biplots and ternary plots.

1. Introduction

Prioritization is a procedure of principal importance in decision making. It is encountered in cases where multiple choices have to be considered in order to take a decision regarding a product or a managerial strategy. Software engineering is a wide field where prioritizations of process improvement issues, stakeholders, software requirements, etc play significant role. For a comprehensive account of prioritization and its importance in software product management we refer to [1]. There are two main problems in the application of prioritization in practice: First, the large number of choices makes the procedure of prioritization complicated. Second, the human subjectivity is a source of variation when different people try to prioritize independently a certain amount of issues. These aspects led to the adoption of voting schemes where stakeholders express their relative preferences to certain issues or requirements in a systematic and controlled manner.

The Cumulative Voting (CV) or 100-Point Method or Hundred-Dollar ($100) test, described by Leffingwell and Widrig [2], is a simple, straightforward and intuitively appealing voting scheme where each stakeholder is given a constant amount (e.g. 100, 1000 or 10000) of imaginary units (for example monetary) that he or she can use for voting in favor of the most important issues. In this way, the amount of money assigned to an issue represents the respondent’s relative preference (and therefore prioritization) in relation to the other issues. The points can be distributed in any way that the stakeholder desires. Each stakeholder is free to put the whole amount given to him or her on only one issue of dominating importance. It is also possible for a stakeholder to distribute equally the amount to many of, or even to all of the issues.

CV is sometimes known as “proportional voting” since the amount of units assigned to an issue represents the relative priority of the specific issue in relation to the other issues. The term “proportional” in this case also reflects the fact that if the amount of units assigned to an issue is divided by the constant number of units available to each stakeholder, the result becomes a proportion between zero and one. The stakeholder’s ratings for a set of issues can be therefore...
considered as the “composition” or “mixture” of a person’s opinion towards the issues, in the abstract sense that each issue occupies a certain proportion (or percentage) of preference inside the person’s belief or judgment.

The procedure may result to issues that are assigned zero units showing that the specific stakeholder considers these issues completely unimportant. The zeros are generally a problem in this kind of data, because they make the notion of relative preference or importance completely meaningless and the computation of ratios impossible. Of course, a questionnaire where zeros are not allowed could be designed, but in general, the principle of CV is to allow stakeholders to spread freely their total amount without further restrictions.

In empirical studies aiming to investigate the different views of stakeholders towards prioritization of issues or requirements, the hundred dollar test is given to a sample of people, the results are coded as variables and they are statistically analyzed in order to find differences or agreements in views and maybe correlations with other variables coming from the questionnaire (attitudes, opinions etc). The data gathered in such studies are affected by various sources of variation and are therefore subject to large variability. The statistical analysis of such data can reveal significant differences, trends, disagreements and groupings between the respondents and can constitute a valuable aid for understanding the attitudes and opinions of the interviewed persons and therefore a tool for decision-making.

In statistical terms, each person in the sample produces a vector of numerical values with fixed sum, i.e. the total amount of imaginary units. As we already mentioned, by a simple division each data vector is transformed to a compositional vector of proportions summing up to one. It is obvious that the random variables corresponding to such proportion vectors are inherently correlated and bounded since their sum is one. For this reason, the classic parametric statistical tests assuming that the sample comes from a multivariate normal distribution are not valid for the original data. It is obvious therefore that special transformation of the data and statistical techniques should be used, specifically designed for proportions.

In this paper we suggest the use of a statistical framework, suitable for the analysis of proportions, known as Compositional Data Analysis (CoDA). This methodology has been widely used in the analysis of materials composition in various scientific fields like chemistry, geology and archaeology but its principles fit to the data obtained by CV. We present first the general principles of CoDA and then we apply certain methods to CV prioritization data from a previous empirical study on impact analysis. Specifically, we discuss the problem of zeros and imputation methods for handling them as missing values, the transformation of the original values dividing them by their geometric mean, the application of principal components analysis on the transformed data and graphical methods such as the biplot and the ternary plot for representing the variability and the correlation of data.

The paper is structured as follows: Section II provides an outline of the related work. Section III presents the basic principles of CoDA and discusses various problems related to its application. Section IV presents the results from the application of CoDA on the dataset, which are discussed in Section V. Finally, in Section VI we summarize providing conclusions and directions for future work.

2. Related work

The method of cumulative voting is described in [3] as the procedure of voting for a company's directors and boards (see also [4] and [5]). Specifically, CV has been proposed as an alternative voting mechanism, suitable for enhancing the opinion and voice of minorities in majority-dominated companies [6]. In politics, the method has been applied for election of councils since 1854 [7].

In Software Engineering, CV is known as a prioritization technique, used in decision making in various areas, such as requirements engineering, impact analysis or process improvement ([8], [9], [10], [1]). Prioritization is performed by stakeholders (users, developers, consultants, marketing representatives or customers), under different perspectives or positions, who respond in questionnaires appropriately designed. CV has been proposed as an alternative to the Analytical Hierarchy Process (AHP) and its use is continuously expanding to areas such as requirements prioritization and prioritization of process improvements [2], [11].

In [8], CV is used in an industrial case study where a distributed prioritization process is proposed, observed and evaluated. The stakeholders prioritized 58 requirements with $100,000 to distribute among the requirements (the large amount of “money” was chosen to cope with the large number of requirements). In [12] the hundred dollar test is discussed in the framework of requirements triage. In [13] the CV is considered as one of the prioritization approaches among others in a research framework for studies about requirements prioritization. In [14] the $100-test was used in the design of the New Jersey Homeland Security Technology Systems Center (NJHSTSC) web
site. Specifically, it was used to prioritize the aspects of the webpage development. In [15] the CV was used for an industrial case study on the choice between language customization mechanisms. In [16] CV is one of the four prioritization methods examined, evaluated and recommended for certain stages of a software project.

Although CV is a simple method for taking aggregated results, it has not been thoroughly studied as a method for collecting data. Indeed, only few papers have considered a statistical analysis of these data. In [8] novel approaches to visualize the priority distribution among stakeholders are presented, together with measures on disagreement and satisfaction. In [17] the data used in the present paper, collected through a CV procedure for impact analysis, were analyzed using the nonparametric method Kruskal-Wallis, alternative to ANOVA. In [18] the same data were further analyzed by multivariate methods, especially using distances and measures of agreement, taking into account the proportional nature of data.

In the present paper we use the same data as in [17 and 18]. However, our goal is not just to analyze the same data with different technique, but to introduce a comprehensive framework of statistical tools that can deal with all kinds of data collected through a CV questionnaire. The methods we apply focus on the multidimensional nature of data and aim to study their correlation structure. We note that the same techniques can be applied to all quantitative data from other variations of CV, for example the Hierarchical Cumulative Voting [19].

3. The statistical framework

3.1. Compositional data analysis

Compositional Data Analysis (CoDA) is a multivariate statistical analysis framework for vectors of variables having a certain dependence structure: The values in each vector have sum equal to a constant. Usually, for easy reference to the same problem, after division by that constant, the sum of the values of each vector becomes one. Thus from now on, we can assume that our data set consists of vectors of proportions or percentages in the form:

\[(p_1, \ldots, p_k) \text{ where } p_i \geq 0, \sum_{i=1}^{k} p_i = 1 \quad (1)\]

The important point here is to understand that the data are constrained and every sample comes from a sample space which is the unit simplex. Therefore, the techniques applied to samples from the real Euclidean space are not applied in a straightforward manner.

In fact, there are various problems associated with the analysis of those vectors: First, there is a problem of interdependence of the proportions (since their sum is 1) and therefore they cannot be treated as independent variables (the usual assumption of the multivariate methods). Second, their values are restricted in the [0,1] interval, so the normality assumptions are invalid. Third, we are not really interested in absolute values here, but rather for relative values (that is actually the meaning of a proportion). So the whole problem is transferred to the analysis and the interpretation of the ratios of the proportions, i.e. values of the form \( p_i/p_j \). The statistical analysis of these data, using methods based on ratios, tries to provide answers to some research problems which we encounter in any multivariate statistical analysis.

Concerning now the prioritization questionnaires using the 100$ (or the 1000$) test, the data are essentially representing proportions of the overall importance allocated to each of the issues examined in a study. The relative importance of the issues is represented by their ratios, so CoDA seems the appropriate framework for their study. Historically, Karl Pearson in 1897 [20] posed the problem of interpreting correlations of proportions while the milestone for this type of statistical analysis is the pioneer work of John Aitchison [21], [22]. A freeware package for compositional data analysis is the CoDaPack3D [23] which we use in our analysis.

3.2. The problem of zeros

The variables which form the constrained vectors are the issues or the requirements in our context while their values satisfying (1) are the proportions of priorities or simply the priorities. The data from the CV questionnaires have some special characteristics which cause problems in the analysis.

The problem of zeros is of principal importance. When the number of issues is large and the individuals are only few, the data matrix is usually sparse with a large number of zeros. This structure causes problems of interpretation when we consider the relative importance. Another problem associated with zeros, is to determine their actual meaning. According to the general theory of CoDA applied to composition of materials, the zeros can be essential (i.e. complete absence of a component) or rounded (i.e. the instrument used for the measurements cannot detect the component). However, in our context, the importance of an issue is a completely abstract notion. The instrument of its measurement is the human judgment so we can assume that a low prioritization is actually...
measured by a very low value in the 100$ scale, which is rounded to zero. Besides, it is known that humans tend to allocate “rounded” numbers in such tests. Otherwise, we should assume the absence of importance, which is more or less irrational since at least one of the respondents considered it as important and allocated a nonzero account. Of course, when all respondents allocate zero to an issue, this can be excluded from the analysis and considered as essential zero.

Due to the problems of zeros, the various ratios needed for the analysis are impossible to be computed. It is therefore essential and necessary to find first a way of dealing with the zeros. In [24] the method of zero replacement in economic data is considered the most appropriate among other techniques for handling it. The problem of rounded zeros was addressed by [22] as an imputation problem applied to missing data. A simple solution introduced in [22], was the additive replacement strategy. In [25] a new simple method is proposed that is most stable regarding the choice of the imputed values. This is called multiplicative replacement strategy and according to it, every vector $p = (p_1, ..., p_k)$ with the properties in (1), having $c$ zeros, can be replaced by a vector $r = (r_1, ..., r_k)$ where

$$r_j = \delta_j \text{ (if } p_j = 0) \text{ or }$$

$$r_j = p_j \left(1 - \sum_{l ; p_l = 0} \delta_l\right) \text{ (if } p_j > 0)$$

(2)

where $\delta_j$ is a (small) imputed value for $p_j$. The advantages of multiplicative replacement are discussed extensively in [25], [26] and [27]. Other, more complicated methods, such as a modified EM algorithm, have been also proposed [28]. However, in our context the simplicity of the multiplicative replacement, the very good results and the lack of any theoretical assumptions make the method most preferable than any other. Note that this method is implemented in CoDaPack3D.

3.3. The clr transformation

Aitchison [22] proposed the centered logratio (clr) transformation for transforming the raw proportional dataset to the real space and at the same time for retaining their correlation structure. The transformation is simple and achieved after dividing each component of a vector of proportions by their geometric mean. Since in our context the data usually contain zeros, the transformation can be applied only after the replacement of zeros by a method like (2). The formula for the clr transformation of the compositional vector $r$ is:

$$y = clr(r) = \left[ \log \frac{r}{g(r)} \right]$$

(3)

where the geometric mean is given by:

$$g(r) = \left( \prod_{i=1}^{k} r_i \right)^{1/k}$$

(4)

The clr transformation has been proposed ([22] and [29]) for producing data that can be subsequently used in multivariate methods like Principal Components Analysis (PCA) [30]. PCA produces uncorrelated linear combinations of the original variables. The new variables (or components) account for decreasing amounts of the total variation (i.e. the first component explains the maximum variance, and so on) and their estimations can be used for variable reduction and representation of the data points in lower dimensions.

3.4. The biplot

The biplot [31], [32] is a graphical tool that has been used in various applications. Its compositional data version is a straightforward and useful tool for exploring trends and peculiarities in data. A biplot is a graphical display of the rows and columns of a rectangular $n \times k$ data matrix $X$, where the rows represent individuals and the columns stand for variables. The biplot analysis is applied after performing a transformation on the elements of $X$, depending on the nature of the data, in order to obtain a transformed matrix $Z$ which is the matrix that is actually displayed. For compositional data, biplots are derived from the covariance matrix of centered log-ratios of proportions (clr transformation). More specifically, for an $n \times k$ compositional data matrix $X$ the biplot is based on a singular value decomposition of the doubly centered logratio matrix $Z = [z_{ij}]$, where:

$$z_{ij} = \log \left( \frac{x_{ij}}{g(x_i)} \right) - \frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{x_{ij}}{g(x_i)} \right)$$

(5)

An example of a biplot is given in Figure 1. The basic characteristics of a biplot are lines (or rays) and dots. Rays are used to represent the variables of the dataset (in the example there are 3 variables labelled $A$, $B$, and $C$), and dots are used to represent the individuals (in the example there are 4 observations numbered from 1 to 4). Every ray starts from an origin $O$ which represents the centre of the compositional data set. Another characteristic is the angle between the rays.
Figure 1. The basic characteristics of a biplot

The characteristics of a biplot have certain interpretation [33]: the length of a ray is an expression of the variance of the corresponding variable. Specifically, the square of the length of a ray (distance from $O$) is proportional to the variance of the clr transformation of the corresponding variable. Longer rays depict high variance. In our example, we can infer from Figure 1 that the variable corresponding to ray $C$ has by far the highest variance among the variables in the biplot, while the variable corresponding to $B$ has the lowest.

A link is a line connecting the ends of two rays. For two variables $x_i$ and $x_j$, the squared length of the link is an estimation of $\text{var}\{\log(x_i/x_j)\}$, showing the difference between the two variables. Large links show large proportional variation. In the example of Figure 1, the lengths of the links show that the log ratio having the largest variation is $A/C$.

It is important to emphasize that in the context of compositional data, the most important characteristics of a biplot are considered the links and not the rays since the variables are examined in a proportional and relative manner.

The cosine of the angle between the rays is an expression of the correlation between the variables they represent (more precisely between their clr transformations). The closer the angle is to 90, or 270 degrees, the smaller the correlation. An angle of 0 or 180 degrees reflects a correlation of 1 or $-1$, respectively. The position of the dots with respect to the links indicates the relative values of variables. In the example of Figure 1, the dot representing individual 1 has far less $B$ and $C$ compared to $A$.

3.5. The Ternary Plot

Another way to illustrate compositional data is by using ternary plots [22], [34]. Ternary plots are used to represent the distribution of data with respect to only three different variables. An example of a ternary plot is presented in Figure 2. The three vertices of the equilateral triangle with unit altitude represent the variables $A$, $B$ and $C$. The dots represent the individuals while their placement inside the triangle depends on the values of $A$, $B$ and $C$ for each individual. Note that these values are rescaled to sum up to 1. Specifically, the distance from a dot to the side opposite a vertex represents the value of the individual for the specific variable. So when a dot is near $A$, the distance from the opposite side is large and therefore has a large value for $A$. When the number of variables is more than three, the ternary plot allows us to focus on certain triples of variables which we consider important. We can also combine original variables, by taking their sum for example, in order to form sub-compositions and present aggregated percentages.

Figure 2. The basic characteristics of a ternary plot

4. Application to data

4.1. Description of the Dataset

The data used in this paper were collected during an empirical study on the role of Impact Analysis (IA) in the change management process at Ericsson AB in Sweden [18]. In the study, impact analysis issues were prioritized with respect to criticality by software professionals from an organizational perspective and an individual (or self) perspective. The software professionals belonged to three organizational levels: operative, tactical and strategic. In order to understand
how issues associated with IA are seen at the different levels and under the different perspectives, 18 employees were interviewed at the company in their roles as industrial experts.

Table 1. The issues used in prioritization

<table>
<thead>
<tr>
<th>id</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>i1</td>
<td>It is difficult to find resources for performing impact analysis.</td>
</tr>
<tr>
<td>i2</td>
<td>There is not enough time to perform impact analysis.</td>
</tr>
<tr>
<td>i3</td>
<td>System impact is underestimated or overlooked.</td>
</tr>
<tr>
<td>i4</td>
<td>Change requests are unclear.</td>
</tr>
<tr>
<td>i5</td>
<td>Responsibility and product/project balance are difficult to handle for analyses that span several systems.</td>
</tr>
<tr>
<td>i6</td>
<td>Analyses are incomplete or delayed.</td>
</tr>
<tr>
<td>i7</td>
<td>Analyses require much expertise and experience.</td>
</tr>
<tr>
<td>i8</td>
<td>Analyses are too coarse or uncertain.</td>
</tr>
<tr>
<td>i9</td>
<td>It is difficult to handle conflicting and synergetic change requests.</td>
</tr>
<tr>
<td>i10</td>
<td>Analyses are not prevented from being disregarded.</td>
</tr>
<tr>
<td>i11</td>
<td>Existing traceability is manual and cumbersome.</td>
</tr>
<tr>
<td>i12</td>
<td>It is difficult to see trends and statistics for collective impact.</td>
</tr>
<tr>
<td>i13</td>
<td>Tools to support the analysis are missing.</td>
</tr>
<tr>
<td>i14</td>
<td>Affected parties are overlooked.</td>
</tr>
<tr>
<td>i15</td>
<td>Analyses are performed by the wrong persons.</td>
</tr>
<tr>
<td>i16</td>
<td>Change request decisions are based on interest.</td>
</tr>
<tr>
<td>i17</td>
<td>Requirements and baseline are missing for early change requests.</td>
</tr>
<tr>
<td>i18</td>
<td>Analyses and change implementation evoke stress.</td>
</tr>
<tr>
<td>i19</td>
<td>It is not possible to see the outcome of a change request.</td>
</tr>
<tr>
<td>i20</td>
<td>It is difficult to see status and updates for a change request.</td>
</tr>
<tr>
<td>i21</td>
<td>Different change request have different levels of complexity, and there is no single method for handling all levels.</td>
</tr>
<tr>
<td>i22</td>
<td>Cheap, short-term solutions win over good, long-term solutions.</td>
</tr>
<tr>
<td>i23</td>
<td>Solutions are specified with too much detail by high-level analysis.</td>
</tr>
<tr>
<td>i24</td>
<td>Hardware and protocol dependencies are difficult to handle for late change requests.</td>
</tr>
<tr>
<td>i25</td>
<td>Relevant structure and documentation to support the analysis are missing.</td>
</tr>
</tbody>
</table>

The resulting list of issues was subsequently subjected to prioritization by the interviewees. The interviewees were asked to prioritize 25 issues (Table 1) using CV by distributing 1000 imaginary points to the issues. Each interviewee prioritized the 25 issues twice: Under the organizational perspective and under the self-perspective. There were 8 interviewees belonging in the operative, 5 in the strategic and 5 in the tactical level. The goal was to investigate whether people see IA differently depending on their level and perspective, and whether these groupings are meaningful in process improvement efforts. In the present study we consider only the different perspective and not the level. Specifically, we are interested in studying the data in a multivariate framework in order to investigate their correlation structure under each perspective.

Obviously, as we already mentioned, the data obtained from the interviews after division by 1000 consist of vectors with proportions as elements. For each participant }18 ..., ,1{ there are two corresponding vectors:

\[
p^{(j)} = (p_{1}^{(j)}, p_{2}^{(j)}, \ldots, p_{25}^{(j)}) \quad j = O, I
\]

where the superscript (j) is either (O) for the organizational perspective and (I) for the individual. So, we have essentially two datasets with proportional data.

4.2. Transformations and principal component analysis

The two datasets of proportions (6) were analyzed separately with the methods of CoDA described in the previous section. First the zeros were replaced by the multiplicative replacement technique and then the clr transformation was applied to each dataset. The variables obtained were analyzed by principal component analysis (PCA) with varimax rotation of the axes [30].

Table 2. Principal components for the organizational data

<table>
<thead>
<tr>
<th>number of component</th>
<th>Variance explained (%)</th>
<th>Issues correlated with the component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.94</td>
<td>i2(-), i11(-), i14(+), i20(+)</td>
</tr>
<tr>
<td>2</td>
<td>12.04</td>
<td>i8(-), i4(-), i16(+), i13 (+), i22 (-)</td>
</tr>
<tr>
<td>3</td>
<td>11.50</td>
<td>i21(+), i17(+), i11(+)</td>
</tr>
<tr>
<td>4</td>
<td>10.83</td>
<td>i23(-), i9(+), i5(+)</td>
</tr>
<tr>
<td>5</td>
<td>9.60</td>
<td>i24(+), i18(+)</td>
</tr>
<tr>
<td>6</td>
<td>9.00</td>
<td>i15(+), i6(+), i10(+)</td>
</tr>
<tr>
<td>7</td>
<td>8.10</td>
<td>i25(+), i3(-)</td>
</tr>
<tr>
<td>8</td>
<td>7.35</td>
<td>i7(+), i12 (-)</td>
</tr>
<tr>
<td>9</td>
<td>7.00</td>
<td>i19(+)</td>
</tr>
</tbody>
</table>

The application of PCA to organizational data revealed the existence of nine principle components explaining 88.35% of the total variation. Each principal component extracted is highly correlated with a number of issues either positively or negatively. The nine components in descending order of importance (% of the variance they explain) together with the issues correlated with them are given in Table 2. The sign (+) or (-) following each issue shows a positive or negative correlation. Similarly, the PCA applied to the individual data produced nine principal components explaining 87.28% of the total variance. The components and the issues correlated with them are shown in Table 3.
Table 3. Principal components for the individual data

<table>
<thead>
<tr>
<th>number of component</th>
<th>Variance explained (%)</th>
<th>Issues correlated with the component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.94</td>
<td>i5(+), i9(+), i20(+)</td>
</tr>
<tr>
<td>2</td>
<td>11.28</td>
<td>i7(+), i11(+), i2(+), i4(+), i6(-)</td>
</tr>
<tr>
<td>3</td>
<td>10.97</td>
<td>i14(+), i10(+), i16(+), i25(+)</td>
</tr>
<tr>
<td>4</td>
<td>10.32</td>
<td>i23(+), i24(+), i3(+), i6(-)</td>
</tr>
<tr>
<td>5</td>
<td>10.08</td>
<td>i22(+), i13(+)</td>
</tr>
<tr>
<td>6</td>
<td>9.88</td>
<td>i19(+), i18(+), i7(-), i21(+)</td>
</tr>
<tr>
<td>7</td>
<td>8.12</td>
<td>i7(-), i21(+)</td>
</tr>
<tr>
<td>8</td>
<td>7.46</td>
<td>i12(+), i11(-), i8(+)</td>
</tr>
<tr>
<td>9</td>
<td>6.24</td>
<td>i15(-)</td>
</tr>
</tbody>
</table>

4.3. Biplots

The biplots for organizational and individual perspectives with the respondents as dots are shown in Figures 3 and 4 respectively. The rays representing the 25 issues have been labelled as i1,……, i25.

As we can see from Figure 3, issues i10, i13, i14, and i15 have the longest rays in the biplot, which indicates that they have by far the highest variance among the issues. Moreover, the longest link in Figure 3 is the one between i15 and i13. This indicates that those log ratios have the greatest variation. In contrast, the short link between the ends of i7 and i17 or between i19 and i21, indicates that the ratios of those two pairs vary slightly across the set of the samples.

Furthermore, the rays corresponding i15 and i14, are nearly at right angles. This indicates that the correlation between these log ratios is close to zero. A strong positive correlation is shown between i18 and i24, while the correlation between i6 and i22 is negative. Finally, the proximity of dots to links helps to interpret the characteristics of outliers. The respondent #2 represented by the dot at the top right of the plot has high proportions of i15 relative to i6 and i10, respondent #18, at the left bottom of the plot, has high proportions of i14 relative to i22 and i13 while respondent #5, at the bottom of the plot has high proportions of i10 and i6 relative to i15 and i22.

Similarly, the biplot for individual perspective with the respondents is shown in Figure 4. As we can see, issues i1, i2, i4, i14 and i24 have the longest rays, indicating that they have the highest variance among the issues. The longest link is the one between the pairs of rays i14 and i24. This indicates that those log ratios have the greatest variation. In contrast, the short link between the ends of i1 and i2 indicates that those ratios vary slightly across the set of the samples.

Furthermore, the rays linking i1 and i25, are almost at right angles. This indicates that the correlation between these log ratios is close to zero. A strong positive correlation is represented between i1 and i2, while the correlation between i19 and i22 is negative. From the proximity of the dots to the links we can see the outlier respondent #9 at the top right of the plot having high proportions of i25 relative to i1 and i2, respondent #8, at the left bottom of the plot, has high proportions of i4 relative to i2 and i24 while respondent #16, at the right bottom of the plot has high proportions of i3 and i14 relative to i4 and i24.
4.4. Ternary plots

The ternary plots are used to show the distribution of the data with respect to a triple of issues. The decision on the importance of the triple is based on various criteria. A possible criterion is the high correlation between variables. Another possibility is to add the percentages of some variables in order to see how the data points are distributed with respect to those aggregations which remain percentages.

For our data sets, in Figures 5 and 6 (made by MATLAB functions, available at [35] and [36]) we give the ternary plots for organizational and individual data set respectively with respect to three variables “LOW”, “MEDIUM” and “HIGH”. Each of these variables was obtained by adding certain issues. Specifically, “LOW” in each dataset was derived by adding the issues that received on average less than 25/1000 points. Also, “MEDIUM” is the sum of issues that received on average 25/1000 to 40/1000 points, while “HIGH” is the sum of issues that received on average more than 40/1000 points. These thresholds were defined arbitrarily.

In Figure 5 we can see the points corresponding to the organizational data, while in Figure 6 to the individual data. It is clear that for both datasets, the issues that were prioritized on average highly (i1, i2, i3, i6, i14, i15, i16, i22, i24 for the organizational and i1, i2, i3, i4, i6, i14, i15, i22, i24, i25 for the individual data) sum up to large values. This is depicted by the concentration of points (respondents) near the “HIGH” vertex, which is denser for the individual data. This particular distribution shows that the issues that received on average either low or medium prioritization do not manage to accumulate considerable amounts.

5. Discussion

The application of certain CoDA methods to the specific dataset in the context of software engineering showed that CoDA can form the basis for a complete analysis of prioritization data. Data from CV can come from various studies on requirements or any other issues in software engineering needing prioritization. The CoDA methods of zero replacement and clr transformation can be used as a preprocess stage in order to prepare the data for further statistical analysis.

The subsequent analysis of the transformed data by multivariate methods as the PCA and the biplots gives useful insight of the correlation structure of data. Specifically, it is interesting to find groupings of the prioritized issues which present significant correlation and examine how these groupings differ under different views. For example, in our data, issues i1 and i2 are highly correlated and although they are grouped together under both perspectives, the other issues of the groupings are different (i14, i20 under the organizational and i4, i17 under the individual perspective).

The correlations and groupings can be very useful for managerial decisions regarding improvements that address the various issues. In general, it is desirable to select improvements that are able to address as many issues as possible simultaneously [18]. However, since the cost of multi-issue improvements is large, the groupings resulting from statistical methods can form the basis for mapping targeted improvements to groups of highly correlated issues. Furthermore, the inclusion of risk and effort as measured variables in a dataset can help the subsequent analysis and the decision making process to take into account these characteristics too.

Interesting groupings of the respondents and various outliers can also be discovered by the CoDA plots. The
relative placement of respondents either in the biplots or in the ternary plots shows their attitudes towards the issues examined. The biplots give the general picture while the ternary plots can help to focus on triples of combinations or aggregations of issues that are of special importance. It is important to realize that both plots offer visualization means of datasets with high dimensionality and help us to explore and understand the data. These plots can be also useful for managerial decision since they depict the trend of the respondents to “concentrate” on certain groups of issues or requirements.

In general, we believe that the proposed analysis can be useful in software engineering when prioritization data from CV are used for managerial decisions regarding multi issue improvements. The main advantage of CoDA framework is the analysis of the prioritized issues or requirements as a whole, focusing on the interdependencies between the issues and the trends of the respondents. It should be noted that the methods we applied here are only a part of the CoDA theory which involves advanced and complicated methods. The adaptation of other CoDA methods to prioritization in software engineering is a direction for future research.

Regarding the limitations and the drawbacks of the method, it is clear that any statistical method is appropriate for specific types of data. CoDA is suitable for data collected from the CV procedure, wherever this can be applied. Obviously, in some software development processes (for example the agile methodology) CV collection and CoDA analysis are meaningless. Another arguable point is that CoDA is too complicated for such a simple tool of prioritization like CV. However, if we go a step beyond the fact that CV offers a straightforward way of aggregating the prioritization of several stakeholders, CV produces a multidimensional numerical dataset of special type. The analysis aiming to discover significant information on correlation, agreement, trends, groupings and outliers from such data cannot be simplistic and requires advanced statistical methods with strong mathematical background.

6. Conclusions

Compositional data analysis (CoDA), as introduced by Aitchison [21] and evolved by several researchers from various disciplines, is a statistically sound and comprehensive set of methodologies which can set a framework for analyzing prioritization data from cumulative voting (CV) in software engineering. The methodologies discussed and applied in this paper can be applied in any dataset resulting from CV or related procedures in order to study in a multidimensional manner the correlation structure of the data, groupings of variables and respondents and also to detect outliers. The knowledge obtained from such a study can be used for managerial decisions in software product management.

Future research is necessary for the exploration of potentials and the full adaptation of CoDA methods in software engineering prioritization studies and involves application of other transformations, graphical and statistical methods from the general CoDA methodology, experimentation with more datasets and finally meaningful interpretation of the results for the enhancement of the statistical inference and decision making.
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