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Abstract

The process of selecting the right set of requirements for a
product release is highly dependent on how well we suc-
ceed in prioritising the requirements candidates. There
are different techniques available for requirements priori-
tisation, some more elaborate than others. In order to
compare different techniques, a controlled experiment was
conducted with the objective of understanding differences
regarding time consumption, ease of use, and accuracy.
The requirements prioritisation techniques compared in
the experiment are the Analytical Hierarchy Process
(AHP) and a variation of the Planning Game (PG), iso-
lated from Extreme Programming. The subjects were 15
Ph.D. students and one professor, who prioritised mobile
phone features using both methods. It was found that the
straightforward and intuitive PG was less time consuming,
and considered by the subjects as easier to use, and more
accurate than AHP.

1. Introduction

Software requirements need to be prioritised when the
elicitation process has yielded more requirements than can
be implemented at once. There exist a number of different
techniques and tools to use for requirements prioritisation.
However, some software organisations may not have
enough resources to buy or develop a tool and therefore it
is interesting to investigate techniques that do not need
computer support. 

This paper describes an experiment aimed at comparing
two requirements prioritisation techniques. The intention
with the experiment is to compare a rudimentary prioritisa-
tion technique (Planning Game) with a more elaborate one
(Analytical Hierarchy Process). The main variables that
were investigated were the difference in time-consump-
tion, accuracy, and ease of use. The experiment was per-
formed during a one-day session with 15 Ph.D. students
and one professor as subjects. Instead of real requirements,
the subjects prioritised features of mobile phones, which is

a well-known product with a range of features to choose
from.

In order to investigate the trade-off between low price
and high value, the prioritisation was performed with re-
spect to both Price and Value. The experiment also aimed
at investigating if the preferred choice of prioritisation
technique depended on the number of features involved. 

As expected, the results indicate that the more rudimen-
tary technique was less time-consuming and a majority of
the subjects found it easier to use. Most subjects also found
the results from the rudimentary technique more accurate,
which is a bit surprising. 

The paper is structured as follows. Section 2 explains
and discusses the matter of requirements prioritisation in
general and the two compared techniques in particular.
Section 3 describes the design of the experiment and brings
up some validity issues. Further, Section 4 presents the re-
sults discovered in the experiment while Section 5 discuss-
es what the results may imply. Finally, the paper is
concluded in Section 6.

2. Requirements Prioritisation 

The ultimate goal of any software organisation is to cre-
ate systems that meet the stakeholder demands. Since there
are usually more requirements than can be implemented,
decision makers must face the dilemma of selecting the
right set of requirements for their next product release. In
order to select the correct set of requirements, the decision
makers must understand the relative priorities of the re-
quested requirements [19]. By selecting a subset of the re-
quirements that are valuable for the customers, and can be
implemented within budget, organisations can become
more successful on the market. There are several different
techniques to choose from when prioritising requirements.
Some techniques are based on more or less structured sort-
ing algorithms, while others use pair-wise comparisons or
numeral assignment [7]. 

The two techniques compared in this paper are (1) the
Analytical Hierarchy Process (AHP) that is based on ex-
haustive pair-wise comparisons [15], and (2) the Planning
Game (PG) [1] that uses a sorting algorithm to partition the
requirements. The two techniques are further described be-
low.
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2.1 Analytical Hierarchy Process (AHP)

AHP is a decision-making method that involves com-
paring all possible pairs of requirements, in order to deter-
mine which of the two is of higher priority, and to what
extent. If there are n requirements to prioritise, the total
number of comparisons to perform is n(n-1)/2. This rela-
tion results in a dramatically increasing number of com-
parisons as the number of requirements increases.
However, due to redundancy of the pair-wise compari-
sons, AHP is rather insensitive to judgement errors. Fur-
thermore, AHP includes a consistency check where
judgement errors can be identified and a consistency ratio
can be calculated.

In AHP, any system structure can be abstracted into a
hierarchy that explains the system’s components and their
functions. Hence, AHP takes the whole system into ac-
count during decision-making since it prioritises the com-
ponents on each level in the hierarchy [15].

Karlsson et al. [11] performed an evaluation of six dif-
ferent prioritisation techniques based on pair-wise com-
parisons, including AHP. The authors concluded that AHP
was the most promising approach because it is based on a
ratio scale, is fault tolerant, and includes a consistency
check. AHP was the only technique in the evaluation that
satisfied all these criteria. Furthermore, it includes a prior-
ity distance, i.e. a ratio scale, while the other approaches
only provided the preferred order. However, because of
the rigour of the technique, it was also the most time-con-
suming one in the investigation.

Since the major disadvantage of AHP is the time con-
sumption for large problems, different investigations have
been performed in order to decrease the number of com-
parisons, and thus the time needed [3, 5, 8, 16]. The results
of these have been that it is possible to reduce the number
of comparisons with as much as 75 % [8]. However, when
reducing the number of comparisons, the number of com-
parisons that are redundant is also reduced, and hence the
possibility to identify inconsistent judgements [11].

2.2 Planning Game (PG)

In the last years, there have been an increased use and
interest in agile methodologies, such as Extreme Program-
ming (XP). Agile methodologies are based on streamlined
processes, attempting to reduce overhead such as unneces-
sary documentation. The interest and use of agile method-
ologies have been both from industry and academia. Tom
De Marco has aligned to this interest and have expressed
that “XP is the most important movement in our field to-
day” [2]. 

XP is composed of 12 fundamental practices, of which
Planning Game (PG) is one. For the purpose of this exper-
iment we have isolated PG despite that the practices likely
affect each other [1]. 

PG is used in planning and deciding what to develop in
a XP project. In PG, requirements (written on so called

Story Cards) are elicited from the customer. When the re-
quirements have been elicited, they are prioritised by the
customer into three different piles: (1) those without which
the system will not function, (2) those that are less essen-
tial but provide significant business value, and (3) those
that would be nice to have [1].

At the same time, the developers estimate the time re-
quired to implement each requirement and, furthermore,
sort the requirements by risk into three piles: (1) those that
they can estimate precisely, (2) those that they can esti-
mate reasonably well, and (3) those that they cannot esti-
mate at all.

Based on the time-estimates, or by choosing the cards
and then calculating the release date, the customers prior-
itise the requirements within the piles and then decide
which requirements that should be planned for the next re-
lease [13]. 

The result of this easy and straightforward technique is
a sorted vector of requirements. This means that the re-
quirements are represented as a ranking on an ordinal
scale without the possibility to see how much more impor-
tant one requirement is than another.

2.3 Cost-Value Trade-Off

When prioritising requirements, it is often not enough
to just prioritise how much value the requirement has to
the customers. Often other factors such as risk, time, cost
and requirements interdependencies should be considered
before deciding if a requirement should be implemented
directly, later, or not at all. For example, if a high-priority
requirement would cost a fortune, it might not be as impor-
tant for the customer as the customer first thought [12].
This means that it is important to find those requirements
that provide much value for the customers at the same time
as they cost as little as possible. Or as Wiegers puts it:
“Prioritisation means balancing the business benefit of
each requirement against its cost and any implications it
has for the architectural foundation and future evolution
of the product” [19]. 

Karlsson and Ryan [9] use AHP as an approach for pri-
oritising both Value and Cost in order to implement those
requirements that give most value for the money. The data
can be further used to provide graphs to visualise the Val-
ue to Cost ratio between the requirements.

In PG, a similar approach is taken when requirements
are prioritised based on both customer value and imple-
mentation effort. The information that could be extracted
from PG should hence be possible to use in the same way
as it was used in [9] with the difference that the result from
PG is based on an ordinal scale instead of a ratio scale.

3. Experiment Design

This section describes the experiment approach and ex-
ecution as well as the analysis performed by the research-



ers1. Finally, it is concluded with a number of validity
issues.

3.1 Experiment Approach

The experiment was carried out with a repeated meas-
ures design, using counter-balancing [14, 20]. The 16 sub-
jects in the convenient sample included 15 Ph.D. Students
in their first or second year, and one professor. The exper-
iment was carried out during a one-day session, which in-
cluded an introduction to the task, the experiment itself, a
post-test, and finally a concluding discussion of the exper-
iment implementation. In addition, before the experiment
a pre-test was performed, and a few weeks after the exper-
iment a second post-test was conducted.

The two requirements prioritisation techniques de-
scribed above (Section 2) were used as input to the exper-
iment,  but were modified in order to be further
comparable. The system aspect of AHP was not consid-
ered, and thus there is only one level of the hierarchy in
this investigation [15]. Neither did we use any of the pos-
sible ways of reducing the number of comparisons, thus
the pair-wise comparisons were exhaustive.

PG was modified so that the piles were labelled accord-
ing to Value and Price: (1) Necessary, (2) Adds to the val-
ue and (3) Unnecessary, and (1) Very high price, (2)
Reasonable price and (3) Low price, respectively. In prac-
tice, PG is performed by a customer representative and a
developer, but in this experiment each subject had to play
both roles.

3.1.1 Research Hypotheses. The goal of the experi-
ment is to compare two prioritisation techniques and to
investigate the following hypotheses:

1. The average time to conclude the prioritisations is
larger when using AHP.

2. The ease of use is considered higher for PG.

3. AHP reflects the subjects’ views more accurately.

The objective dependent variable average time to con-
clude the prioritisations was captured by measuring each
subject’s time to conclude the tasks. The subjective
dependent variables ease of use and reflecting the sub-
jects’ views were captured by questionnaires after the
experiment. 

3.1.2 Pilot Experiment. A pilot experiment was per-
formed before the main study to evaluate the design. Six
colleagues participated and they prioritised ten features
each, with both techniques. After this pilot experiment, it
was concluded that the experiment should be extended to
8 and 16 features in order to capture the difference
depending on the number of factors to prioritise. Another

change was to let the subjects use the techniques and cri-
teria in different orders to eliminate order effects. Further,
changes to the AHP sheets included to remove the scale
and instead use the “more than” and “less than” signs so
that the participants would not focus on the numbers, and
to arrange the pairs randomly on each sheet.

3.1.3 Pre-Test. Before the session, the subjects were
exposed to a pre-test in order to get a foundation for sam-
pling. A questionnaire was sent out by e-mail in order to
capture the knowledge about mobile phones and the sub-
jects’ knowledge and opinion of the two prioritisation
techniques. The pre-test was used to divide the subjects
into groups with as similar characteristics as possible.

Another objective with the pre-test was to investigate
how well the subjects could apprehend the price of
mobile phone features. Nine of the 16 subjects stated that
they consider buying a new mobile phone at least every
second year, and therefore we believe that their knowl-
edge of mobile phone prices is fairly good. 

3.1.4 Experiment Execution. The domain in this exper-
iment was mobile phones and according to the pre-test, all
subjects were familiar with this context. The factors to pri-
oritise were mobile phone features, for example SMS,
Games, WAP, Calendar, etc. In this experiment, the prior-
itisation criteria were Value for me, which corresponds to
how important and interesting the subject find the feature,
and Added price on the phone, which is an estimation of
how much the feature might add to the actual mobile
phone price. Note that this is not the same as development
cost, which would be difficult for laymen to estimate. 

The Value criterion has probably been regarded by
most of the subjects when buying or considering buying a
mobile phone. The Price criterion may also be accounted
for since considering buying and comparing mobile
phones gives a clue of how much the features add to the
price. Thus, there is a trade-off between Value and Price
when buying a mobile phone.

One intention of the experiment was to investigate if a
different number of requirements would affect the choice
of preferred technique. Therefore, half of the subjects were
asked to prioritise 8 features, while the other half priori-
tised 16 features. Another intention was to investigate if
the order in which the techniques were used would affect
the choice of preferred technique. Therefore, half of the
subjects started with AHP and half started with PG. The
order of the Value and Price was also distributed within
the groups in order to eliminate order effects. Thus, the ex-
periment was performed using a counter-balancing design,
as shown in Table 1.

The experiment was conducted in a classroom with the
subjects spread out. Each subject was given an experiment
kit consisting of the AHP sheets and the PG cards.

For AHP, one sheet per criterion and person had been
prepared, with all possible pair-wise combinations of the
features to compare. For the purpose of eliminating order
effects, the order of the pairs was randomly distributed so

1. For more information, see 

http://serg.telecom.lth.se/research/packages/ReqPrio



every subject got a different order of the comparisons.
With 16 features to compare, there was 16(16-1)/2 = 120
pair-wise comparisons for Value and Price, respectively.
With 8 features, there was 8(8-1)/2 = 28 pair-wise compar-
isons for both Value and Price. In between each pair in the
sheets there was a scale where the difference of the re-
quirements’ Value or Price was circled, see Figure 1. In or-
der to be able to try different scales, no scale numbers were
written on the sheets. Instead, a scale with 9 different
“more than”, “equal” and “less than” symbols was used.

The further to the left a symbol was circled, the more val-
uable (or expensive) was the left feature than the right one.
If the features were equally valuable (or expensive) the
“equal” symbol was circled. 

For PG, the subjects were given two sets of cards (one
for Value and one for Price) with one mobile phone feature
written on each. The cards were partitioned into three
piles, separately for the Value criterion and the Price crite-
rion, see Figure 2. The piles represent (1) Necessary, (2)
Adds to the value and (3) Unnecessary, for the Value cri-
terion, and (1) Very high price, (2) Reasonable price and
(3) Low price, for the Price criterion. 

Within the piles, the cards were then arranged so that
the most valuable (or expensive) one is at the top of the
pile and the less valuable (or expensive) are put under-
neath. Then the three piles were put together and num-
bered from 1 to 8 and 1 to 16 so that a single list of
prioritised features was constructed for each criterion. 

The subjects were given approximately 2 hours to con-
clude the tasks, which was enough time to avoid time-
pressure. During the experiment, the subjects were in-
structed to note the time-consumption for each prioritisa-
tion. Further, the subjects had the possibility to ask
questions of clarification.

3.1.5 Post-Test 1. The subjects handed in their experi-
ment kit after finishing the tasks and were then asked to
fill out a post-test. This was made in order to capture the
subjects’ opinions right after the experiment. The test
included the questions below, as well as some optional
questions capturing the opinions about the techniques and
the experiment as a whole. The questions were answered
by circling one of the symbols “more than”, “equal” or
“less than”.

1. Which technique did you find easiest to use?

2. Which technique do you think gives the most accurate
result?

3. Which technique do you think is most sensitive to
judgemental errors?

3.1.6 Post-Test 2. After completing the analysis, the
subjects were, in a second post-test, asked to state which
technique they thought gave the most accurate result.
They were sent two sheets (one for Value and one for
Price) with two different lists of features, corresponding
to the results from the PG and AHP prioritisations. The
post-test was designed as a blind-test, thus the subjects
did not know which list corresponded to which technique,
but were asked to select the list they felt agreed the best
with their views. The ratio scale from AHP was not taken
into consideration, and neither was the pile distribution
from PG. This was necessary in order to get comparable
lists.

Table 1. Experiment using counter-balancing design

Sub-
ject

Nbr of 
Features

Tech 1 Tech 2 Criteria 
1

Criteria 
2

A 8 AHP PG Price Value

B 8 AHP PG Price Value

C 16 AHP PG Price Value

D 16 AHP PG Price Value

E 8 AHP PG Value Price

F 8 AHP PG Value Price

G 16 AHP PG Value Price

H 16 AHP PG Value Price

I 8 PG AHP Price Value

J 8 PG AHP Price Value

K 16 PG AHP Price Value

L 16 PG AHP Price Value

M 8 PG AHP Value Price

N 8 PG AHP Value Price

O 16 PG AHP Value Price

P 16 PG AHP Value Price

Which of the two features are most valuable to you?
Alarm <<<<   <<<   <<   <  =  >   >>   >>>   >>>> Timer
WAP <<<<   <<<   <<   <  =  >   >>   >>>   >>>>  SMS

Fig. 1. Example of AHP sheet

 3 1 2 

3 1 2 

SM S W AP 
Games 

W AP Timer
M M S 

Fig. 2. Example of PG cards



3.2 Analysis

The analysis of the experiment was divided between
two independent researchers, in order to save time and to
perform spot checks so that the validity could be further
improved. The analysis was performed with Microsoft Ex-
celTM and the computing tool MATLABTM.

Two different scales were tried for the AHP analysis:
1~5 and 1~9. According to Zhang [21] the scale 1~5 is bet-
ter than 1~9 at expressing human views and therefore the
scale 1~5 was used when compiling the prioritisation
ranking lists. 

Furthermore, Saaty [15] has calculated random indices
(RI) that are used in the calculation of the consistency ra-
tios. Unfortunately, this calculation only includes 15 fac-
tors while this experiment included as many as 16 factors.
However, the RI scale was extrapolated and the RI for 16
factors was set to 1.61.

3.3 Validity 

The experimental design involves some threats to valid-
ity, which we have tried to prevent. Using the counter-bal-
ancing design, the order effects have been balanced out
since the subjects were randomly given different orders to
perform the techniques and using the criteria. Therefore,
we believe that the order of the techniques and criterion
will not affect the results.

It is also possible that the subjects could become fa-
tigued during the experiment. Especially the subjects who
perform the tasks with 16 features may get tired or bored,
which in turn may affect the concentration. This has been
tested during the analysis, by calculating the consistency
for AHP and the results indicate that there is no significant
difference in consistency depending on the number of fea-
tures (see Table 8). 

Another possibility is that the subjects get practice dur-
ing the experiment and unconsciously get an opinion on
the context using the first technique, which will affect the
result for the second technique. Especially when using PG
first, it may affect the AHP performance. This is not the
case. Although the mean values in Table 10 indicate a dif-
ference in the consistency, the hypothesis tests show that
the difference is not significant.

Group pressure and the measure of each subject’s time
to complete the task might impose time-pressure, which
can affect the results. However, it may not be a large prob-
lem since there is no major correlation between the time
and the consistency in the results (see Table 9). Therefore
we can argue that time-pressure will not affect the per-
formance of the prioritisation. 

The number of subjects was only 16, which reduces the
generalisability, i.e. there is a threat that the findings are
specific to this particular group or context. On the other
hand, Ph.D. students may have similar views as the re-
quirements engineers and customers who are intended to
use the techniques in practice [6]. It is also likely that the

subjects are not taking the prioritisation as seriously as a
requirements engineer or customers would in a real project
(see Section 4.7).

Unfortunately, the scales with “more than” and “less
than” in the AHP sheets were accidentally switched so that
it could be interpreted in the opposite way than was intend-
ed (see Figure 1). This caused some confusion during the
experiment. However, the interpretation was explained
and clarified and therefore this should not be considered a
threat to validity.

It would have been valuable to start the session with an
introduction explaining each feature in the prioritisation to
clarify their meaning. However, the subjects had their own
interpretation of the features, which was the same through-
out the experiment and therefore this should not affect the
result. 

4. Results 

This section presents some of the results found during
analysis. First, the three hypotheses are discussed, then
some other interesting findings are described.

4.1 Hypothesis 1: The average time to conclude 
the prioritisations is larger when using AHP. 

As expected, the time to conclude the prioritisation is
larger with AHP than with PG, for both criteria. As
Table 2 shows, the difference in time between the two
techniques is 6.1 minutes for 8 features and 14.7 minutes
for 16 features. The time increase in percent from 8 to 16
features for AHP is 88 %, while the same for PG is only
48 %. Thus, a larger number of objects to prioritise affect
the time-consumption for AHP more than for PG, at least
when using 8 and 16 features.

This can also be seen in Figure 3 where the median val-
ues are higher for AHP than for PG, and the difference be-
tween 8 and 16 features is larger for AHP than for PG.
Additionally, the boxplot indicates that the subjects’ time
to conclude the prioritisation with AHP are more dis-
persed.

Table 2. Average time consumption for the prioritisation

Nbr of 
features

Criteria AHP PG Diff.

8 Value 7.8 min 3.6 min 4.2 min

Price 6.4 min 4.5 min 1.9 min

Total 14.2 min 8.1 min 6.1 min

16 Value 12.6 min 6.5 min 6.1 min

Price 14.1 min 5.5 min 8.6 min 

Total 26.7 min 12.0 min 14.7 min

% 
increase

88 % 48 %



As Table 3 suggests, the subjects have in average used
less time per feature when they had more features to prior-
itise. It is particularly interesting to see that it takes less
time per feature to perform PG partitioning with 16 fea-
tures than with 8. One could expect that it should be more
complex to perform PG with more features but this result
show that it is even faster with more features. However,
there might be a breakpoint when the number of features
is too great and it becomes hard to obtain an overview.

Four hypothesis tests (see Table 4) were performed, for
8 and 16 features respectively, and one for each criterion.
The frequency distribution was plotted in histograms to
check the distribution. Due to the not normally distributed
sample, we chose a non-parametric test, the Wilcoxon test.
The hypothesis tests show that on the 5 %-level there is a
significant time difference for three of the four cases. In
the fourth case, the Price criterion on 8 features, the test
shows that the difference is only significant on a higher
level. This is illustrated in Table 4, where the p-value is
lower than 5 % in three of the four cases.

4.2 Hypothesis 2: The ease of use is considered 
higher for PG

Immediately after the experiment the subjects filled out
the first post-test that, among other things, captured the
opinions of the techniques’ ease of use. Among the 16 sub-
jects, 12 found PG more or much more easy to use than
AHP. Only 3 found them equally easy and 1 stated that
AHP was more easy to use, see Table 5. Hence, 75 % of
the subjects found PG easier to use.

It seems as if the subjects prioritising 16 features are a
bit more sceptical to PG than those prioritising 8 features.
This could indicate that the more features the more diffi-
cult to keep them all in mind.

4.3 Hypothesis 3: AHP reflects the subjects’ 
views more accurately

Right after the experiment, the subjects performed the
first post-test that captured which technique the subjects
expected to be the most accurate. As Table 6 illustrates, a
majority of the subjects expected PG to be better, while
less than a fifth expected AHP to be better. 

For most subjects, the actual ranking that was captured in
the analysis differed somewhat between the two prioriti-
sation techniques. In order to evaluate which technique
that gave the most accurate results, a second post-test was
sent out to the subjects. This was done a few weeks after
the experiment was performed, when the analysis was fin-
ished.

As Table 7 shows, the most common opinion was that
PG reflects the subjects views more accurately. Half of the
ones that have stated that both techniques are equally ac-
curate actually had the same order in the lists. An interest-
ing observation is that this implies that PG was actually
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Fig. 3. Box plots of the time spent on prioritisation

Table 3. Time consumption per feature

Nbr of 
features

AHP PG

8 53.5 s/feature 30.5 s/feature

16 50.0 s/feature 22.5 s/feature

Table 4. Wilcoxon tests for the time difference

Nbr of 
features

Criteria Wilcoxon 
p-values

8 Value 0.0117

Price 0.0781

16 Value 0.0098

Price 0.0039

Table 5. Results from the first post-test: Ease of use

Nbr of 
features

AHP PG

Much 
more

More Equal More Much 
more

8 0 0 1 3 4

16 0 1 2 1 4

Total 0 1 3 4 8

Table 6. Results from the first post-test: Expected 
accuracy

Nbr of 
features

Favour AHP Equal Favour PG

8 1 3 4

16 2 1 5

Total 3 4 9

Total % 19 % 25 % 56 %



not as good as the subjects expected even if it was clearly
better than AHP.

4.4 Judgement Errors

Another question at the first post-test was which tech-
nique the subjects expected to be most sensitive to judge-
mental errors. The objective was to find out the subjects’
views, although it has been shown that AHP is insensitive
to judgemental errors due to the redundancy in the pair-
wise comparisons [11, 15]. However, among the subjects
75 % expected AHP to be most sensitive. Perhaps this is
because the AHP-technique “feels like pouring require-
ments into a black-box” as one of the subjects stated. It
may be difficult to trust something that you are not in con-
trol of.

4.5 Consistency Ratio

The consistency ratio (CR) describes the amount of
judgement errors that is imposed during the pair-wise
comparisons. The CR is described with a value between 0
and 1 and the lower CR value, the higher consistency.
Saaty [15] has recommended that CR should be lower than
0.10 in order for the prioritisation to be considered trust-
worthy. However, CR exceeding the limit 0.10 is used fre-
quently in practice [9].

The CR limit above is only valid for the scale 1~9, and
in this experiment the scale 1~5 was used instead. There-
fore, the limit for acceptable CR will be lower. The aver-
age consistency ratios for scale 1~5 are presented in
Table 8. The frequency distribution for the consistency
was plotted in histograms to check the distribution. The
data was not normally distributed and therefore we chose

a non-parametric test. The Wilcoxon test shows that on the
5 %-level, there is no significant difference in consistency
depending on the number of features prioritised. It was de-
cided not to exclude any of the prioritisations, even though
CR was high, in order to keep all available data. 

In order to investigate if the time spent on each compar-
ison affects the consistency, the correlation between the
parameters was calculated. The Pearson correlation coef-
ficients indicate an insignificant correlation between the
time and the consistency, positive for the Value criterion
and negative for the Price criterion, see Table 9. General-
ly, the absolute value of the correlation coefficient should
be greater than 0.5 in order for the values to be considered
correlated [17]. Thus, the conclusion is drawn that the con-
sistency is not particularly influenced by the time con-
sumption. 

4.6 Order Effects

There is a chance that the order in which the two tech-
niques are used can influence the result. Table 10 shows
that the mean consistency ratio is a bit lower for the sub-
jects who used PG before AHP. This may indicate that us-
ing PG can provide an image of ones preferences that are
not possible to get from using AHP. Therefore it may be
easier to be consistent when PG precedes AHP.

However, the hypothesis tests show that the difference
is not significant on the 5 %-level. Due to the not normally
distributed sample, we chose a non-parametric test, the
Mann-Whitney test. The p-values are all larger than 5 %,
and therefore we can draw the conclusion that there is no
significant difference depending on the order. This finding
validates that the experiment analysis have not suffered
from any order effects since there is no significant differ-
ence between the two groups.

4.7 Distribution in Piles

For PG the subjects were asked to distribute the features
in three different piles, dependent on Value and Price. In
average, the respondents distributed 41 % of the features

Table 7. Results from the second post-test: Perceived 
accuracy

Nbr of 
features

Criteria Favour
AHP

Equal Favour 
PG

8 Value 0 2 6

Price 4 3 1

16 Value 3 1 4

Price 2 2 4

Total 9 8 15

Total % 28 % 25 % 47 %

Table 8. Mean consistency ratio and Wilcoxon test 
for the difference in consistency

Criteria Nbr of 
features

Scale 1~5 Wilcoxon 
p-values

Value 8 0.11 0.3270

16 0.08

Price 8 0.10 0.6744

16 0.12

Table 9. Correlation between time and consistency

Pearson 
correlation 
coefficients

Value Price

8 Features 0.06 -0.25

16 Features 0.26 -0.21

Table 10. Order effect on consistency

Mean con-
sistency

AHP-PG PG-AHP Mann-Whitney
p-values

Value 0.11 0.08 0.6773

Price 0.12 0.10 0.6773



in the middle pile (independent of criterion). This is a re-
sult that might not correspond well to how the features
would have been distributed in a real case. One could as-
sume that customers would put most of the features in the
highest priority pile, which is often the case when custom-
ers need to prioritise between their wishes [12, 18, 19].
Therefore, this result might be somewhat misleading and
further studies should clarify this condition.

4.8 Prioritising the Price Criterion

One of the problems that was identified before the ex-
periment, was that the respondents may find it difficult to
prioritise the Price criterion, since it is hard to know the
price of different features. However, the results show that
the mean standard deviation in PG was lower when prior-
itising the Price criterion than the Value criterion, see Ta-
ble 11. This result shows that the respondents have been
more united when prioritising Price than Value, which is a
rather expected result since the Price is a somewhat more
objective criterion. Therefore, it is concluded that the Price
criterion is not considered a threat to validity.

4.9 Qualitative Answers

In the post-test performed right after the experiment,
the subjects had the opportunity to answer some optional
questions about their general opinion. Opinions about
AHP include “effort demanding but nice”, “it feels like a
black-box wherein you pour requirements”, “good but
boring”, “it feels like you loose control over the prioritisa-
tion process”, and “straightforward”. Opinions about PG
are for example “fast and easy”, “lets the respondent be
creative”, “intuitive”, “prone to errors”, “good overview”,
and “logical and simple”. These opinions correspond well
to the results of the captured subjective dependent varia-
bles: ease of use and expected accuracy, discussed in prior
sections.

4.10 Price-Value Graphs

In order to illustrate the possibility of using the Cost-
Value approach for requirements selection, two examples
of Cost-Value graphs are available in Figure 4 and 5 (PG
and AHP with 8 features). However, in this experiment,
we use the term Price instead of Cost. The graphs are made
in order to visualise the results from the experiment and to
see how much the two techniques differ regarding Price-
Value graphs.

The three areas in the graphs represent different grades
of contribution [10] and the lines visualise which Value to
Price ratio each requirement has, as explained in [9]. The
upper line in each graph divides those features that had
more than 2 in Value to Price ratio from those that had be-
tween 2 and 0.5. The lower line in each graph divides those
features that had between 2 and 0.5 from those with a ratio
below 0.5 [9]. The Price and Value markings for AHP are
based on the mean of the subjects’ relative weight of the
features. In PG, the markings are based on the median of
the subjects’ ranking number. 

In the case with 8 features, the two methods provide the
same result when it comes to which feature that are located
in which area of the graph. The features Alarm and Vibrat-
ing call alert have in average a high Value to Price ratio
(above 2) and therefore they would give high contribution
to the fictive product. The features Colorscreen and WAP
have a low Value to Price ratio (below 0.5), and would
bring low contribution to the product. Finally, Calendar,

Table 11. Mean standard deviation

8 Features 16 Features

Value 1.73 3.02

Price 1.25 2.79

Fig. 4. Price-Value graph for PG with 8 features

0

1

2

3

4

5

6

7

8

9

0 2 4 6 8

Price

V
al

u
e

Alarm

Calendar

Colorscreen

Games

Notebook

Timer

Wap

Vibrating call alert

Fig. 5. Price-Value graph for AHP with 8 features

0

0,05

0,1

0,15

0,2

0,25

0,3

0 0,05 0,1 0,15 0,2 0,25 0,3

Price

V
al

u
e

Alarm

Calender

Colorscreen

Games

Notebook

Timer

WAP

Vibrating Call Alert



Games, Notebook and Timer bring medium contribution
(between 0.5 and 2 in Value to Price ratio). 

The results indicate that it is possible to provide Price-
Value (or Cost-Value) graphs with both PG and AHP.
However, further studies are needed in order to validate if
this result applies to other prioritisations.

In practice, the Cost-Value diagram would be used to
guide the decision-maker in the difficult requirements se-
lection. Other factors such as market segmentation, prod-
uct focus and time constraints, will also influence the
requirements selection.

5. Discussion

Prioritisation is a very important activity in require-
ments engineering because it lays the foundation for re-
lease planning. However, it is also a difficult task since it
requires domain knowledge and estimation skills in order
to be successful. The inability to estimate implementation
effort and predict customer value may be one of the rea-
sons why organisations use ad hoc methods when priori-
tising requirements. For a prioritisation technique to be
used it has to be fast and easy to manage since projects of-
ten have strict time and budget pressure. Therefore, a
strong argument for PG is that the time consumption is
reasonable and the usage easy and intuitive. 

In this experiment two groups prioritised 8 and 16 fea-
tures, respectively, in order to investigate if there is a
breakpoint between 8 and 16 where one of the methods is
more efficient than the other. It was suspected that a great-
er number of requirements would eliminate the valuable
overview in PG, since it would be difficult to keep all fea-
tures in mind. However, this experiment only shows a
slight tendency of less overview when prioritising 16 fea-
tures (see Table 5). Therefore, it is suspected that the
breakpoint is at an even higher number of features. 

Another interesting observation in this experiment was
that the time-consumption did not affect the consistency in
AHP. One could assume that if someone stresses through
the comparisons, the consistency would be worse. Howev-
er, this is only initial results and with more difficult fea-
tures to prioritise, the results might be different.

In practice, it is common that a larger number of re-
quirements need to be prioritised. When the number of re-
quirements grow, it is hard to get an overview. Therefore,
visualisation is very important in order to share informa-
tion. This experiment showed that it should be possible to
visualise the result of both AHP and PG. However, it
should be further evaluated how the ordinal scale in PG af-
fects the visualisation.

In a real project, it may also be more valuable to use the
ratio scale in order to, in more detail, differentiate require-
ments from each other. Thus, it may not be sufficient to de-
termine which requirement that is of higher priority,
without knowing to what extent. However, without tool
support, AHP will be very time-consuming with a greater
number of requirements, both to perform and to analyse. 

Due to the small sample and the specific domain it is
questionable if the results can be generalised to an indus-
trial situation. Although the subjects may have opinions
similar to decision-makers in industry, the context of mo-
bile phone features is a bit too simplistic. The main weak-
ness is that mobile phone features are on a high level and
rather independent, while requirements in a real case often
have interdependencies. It is also possible that industrial
experience would affect the results, although we believe
that in a relative comparison between these two tech-
niques, it is likely that the rudimentary PG technique still
would be preferred.

In the experiment performed by Karlsson et al. [11],
AHP was ranked as the superior technique in relation to
the others. The main reasons were that AHP had reliable
results, was easy to use, was fault tolerant and was based
on a ratio scale. This experiment shows that PG is superior
to AHP on all of these criteria except for that it is not based
on a ratio scale. Therefore, it is interesting to imagine a
combination of the two techniques. 

In order to decrease the number of comparisons, AHP
could be used on the three piles, separately. Another pos-
sibility is to use AHP only on those requirements that end
up in the middle pile in PG. This would imply that PG is
used first, to divide the requirements into three groups ac-
cording to the PG approach described earlier. The high pri-
ority group of requirements will most certainly be
implemented, the low priority group will be postponed and
looked into in a following release, while the ones in the
middle need special treatment to determine the outcome.

This approach agrees with what Davis [4] has written
about the requirements triage where he recommends re-
quirements engineers to focus on the difficult require-
ments and skip the ones that will either be implemented or
rejected anyway. In this manner, AHP can be used on the
requirements that are difficult to estimate and need a more
precise scale for determining its cost and value. The tech-
nique’s ratio scale and fault tolerance would then come to
its right. 

The discussion above is based on the assumption that
most requirements are not put into the same pile, which
might be common in an industrial situation. Therefore,
some constraints might be needed in order to force the
piles to be rather evenly distributed. With three piles, this
could for example mean that no pile is allowed to have less
than 25 % of the requirements. 

Based on the results from this experiment, it could not
be concluded if a combination of the two techniques is ef-
ficient or not, or how such a combination should look like.
However, we strongly believe that such a combination
could be valuable and that it is worth evaluating. There-
fore, it is recommended that a combination is tried in a
separate experiment or case study, with more data points. 



6. Conclusions

This paper describes an experiment aimed at comparing
two requirements prioritisation techniques regarding time
consumption, ease of use and accuracy in the result. The
investigated techniques are the elaborate Analytical Hier-
archy Process (AHP), which is based on pair-wise com-
parisons and has a ratio scale, and the elementary Planning
Game (PG), which is based on pile partitioning and has an
ordinal scale. 

The results reveal that the intuitive and quick PG tech-
nique is superior with regard to time consumption, ease of
use, and accuracy. The mean time consumption was higher
when using AHP and the result was statistically significant
in three of four cases. PG was considered easier to use by
75 % of the subjects, although the results indicate that
AHP is more preferred by those who prioritised a greater
number of requirements. A blind-test performed after the
experiment showed that 47 % found the priority order
from PG more accurate, while 28 % favoured the order
from AHP and 25 % found both priority orders equally ac-
curate. However, it was concluded that a combination of
the two techniques would further improve prioritisation.
By first using PG to get an overall picture of the problem
and then use AHP for the most difficult decisions, you
would, with reasonable effort, get an accurate priority list. 

The generalisability of the study is limited due to the
small sample and the specific context. A real project has
requirements interdependencies, and time and budget
pressure to consider, which cause the decision-making to
be far more difficult. However, we believe that PG is valid
as prioritisation technique, although it does not have the
same elaborate and valuable attributes as AHP. 

The main disadvantage of the experiment being the dif-
ficulty to generalise to industrial projects, it would be val-
uable to try the experiment out in a case study. The
participating organisation would then get knowledge
about prioritisation and perhaps find a technique that suits
their needs. 

The presented experiment design could also be used on
more subjects to get a larger data set and thereby a stronger
basis for conclusions. There are, as discussed, several oth-
er prioritisation techniques that would be interesting to
look into and compare to the presented techniques as well.
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